# Apocalyptic Quantum Gravity 

by<br>\section*{DAVID WAKEHAM}

A thesis submitted in partial fulfilment of the requirements for the degree of

## Doctor of Philosophy

in

# The Faculty of Graduate and Postdoctoral Studies (Physics) 

The University of British Columbia (Vancouver)

August 2022
© David Wakeham, 2022

The following individuals certify that they have read, and recommend to the Faculty of Graduate and Postdoctoral Studies for acceptance, the dissertation entitled:

Apocalyptic Quantum Gravity
submitted by David Wakeham in partial fulfillment of the requirements for the degree of Doctor of Philosophy in Physics.

## Examining Committee

Mark Van Raamsdonk, Professor, Physics, UBC
Supervisor
Moshe Rozali, Professor, Physics, UBC
Supervisory Committee Member
Gordon Semenoff, Professor, Physics, UBC
University Examiner
Stephen Gustafson, Professor, Mathematics, UBC
University Examiner
Thomas Hartman, Professor, Physics, Cornell University
External Examiner

Additional Supervisory Committee Members
Robert Raussendorf, Professor, Physics, UBC
Supervisory Committee Member
Mark Halpern, Professor, Physics, UBC
Supervisory Committee Member

## Abstract

The AdS/CFT dictionary connects bulk gravitational physics in an asymptotically anti-de Sitter (AdS) background to the quantum dynamics of a conformally invariant field theory (CFT), defined on the asymptotic boundary. In this thesis, we explore, extend and apply this dictionary for a boundary CFT (BCFT), with a particular focus on the physics of black holes.

In a BCFT, a physical boundary is added to the CFT. The simplest dual geometry is an asymptotically AdS spacetime cut off by a physical surface called an end-of-the-world (ETW) brane, homologous to the BCFT boundary. For certain highly symmetric configurations of the BCFT called boundary states, symmetry constrains these ETW branes to a one-parameter family labelled by extrinsic curvature. By placing the CFT boundary in Euclidean time, we construct a one-parameter family of black hole microstates in arbitrary dimension.

In two dimensions, we analytically calculate minimal surfaces in the bulk geometry and show that, for some parameter regimes, they pierce the black hole horizon and become disconnected. According to the Hubeny-Rangamani-Ryu-Takayanagi (HRT) formula, these surfaces compute entanglement entropy in the field theory. We find a set of conditions which ensure that the microscopic entanglement entropy, arising from a correlator of twist operators, agrees with the bulk result. In particular, the BCFT reproduces the phase transition between connected and disconnected minimal surfaces.

This twist correlator can be immediately evaluated on any conformally related background, giving access to entanglement entropy in a number of other contexts of physical interest. By analytically continuing the thermofield state of a half-line, we arrive at a simple toy model of an evaporating black hole, where the phase transition in minimal surface
corresponds to information escaping from the interior. For the BCFT on an interval, this transition can be recast in terms of the performability of a certain set of quantum tasks. We use related techniques to constrain the operator content of BCFTs dual to spacetimes with a sharp brane in arbitrary dimension. We discover they are finely tuned, with a fragile causal structure which becomes "fuzzy" under small changes to the spectrum.

## Lay Summary

Black holes are regions of spacetime from which nothing can escape. Over time, quantum mechanics causes them to leak energy and disappear. What happens to information about the objects that fell inside? Gravity suggests it is trapped forever, and quantum mechanics that it somehow gets out. To see which is correct, we must understand how quantum and gravitational effects interact. One approach to understanding this interaction is the AdS/CFT correspondence, where data at the boundary of spacetime is related to geometric structure in the bulk. This thesis extends the correspondence and uses it to track how information moves around a black hole. In particular, we show how objects called end-of-the-world branes can reach inside and rescue information from the interior. We discover that although they are consistent with other aspects of AdS/CFT, branes are also surprisingly fragile, with small microscopic changes rendering them macroscopically "fuzzy".
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## Chapter 1

## Introduction

The $A d S / C F T$ correspondence $[8, ~ 9, ~ 10, ~ 11] ~ i s ~ t h e ~ s t a t e m e n t ~ t h a t ~ s o m e ~ q u a n t u m ~ f i e l d ~$ theories secretly encode theories of quantum gravity. In this thesis, we will use this correspondence to peer inside black holes and see how they evaporate. To do this, we will need to introduce non-perturbative objects called branes in the gravitational theory, which correspond to special boundary conditions in the field theory. We will carefully consider the consistency of these objects from a quantum-mechanical perspective, and find that they are non-generic, i.e. most boundary conditions do not correspond to branes.

This introductory chapter provides a review of the basic concepts involved, and summarizes the narrative flow of the remainder of the thesis. We draw on various resources, particularly [12, 13, 14, 15, 16]. Here is a more detailed chapter outline:

- In $\S 1.1$, we review background material on the AdS/CFT correspondence, black holes, and entanglement.
- In $\S 1.2$, we introduce boundary states of a CFT, and describe how they can be used to construct microstates of a black hole. Chapter 2 treats this is more detail.
- In $\S \sqrt[1.3]{ }$, we discuss the microscopic calculation of entanglement entropy in two dimensions, and how CFT techniques can be used to verify the gravitational results. This is taken up in more detail in Chapter 3 .
- In $\S 1.4$, we use two-dimensional conformal symmetry to transform the microstate picture into a description of a dynamically evolving black hole which exhibits some aspects of information loss. This is the theme of Chapter 4.
- In $\$ 1.5$, we give a somewhat different perspective on the same problem, relating our construction to a distributed quantum computation in spacetime, dual to a bulk scattering problem. Chapter 5 discusses this further.
- In $\S 1.6$, we consider this bulk scattering from the microscopic perspective, in arbitrary dimensions, and discover that our boundary states and CFTs must be extremely finely tuned to give a bulk brane. This is the topic of Chapter 6


### 1.1 Background

AdS/CFT tells us that $d$-dimensional conformal field theories $\left(\mathrm{CFT}_{d}\right)$ are dual to quantum gravity in negatively curved spacetimes, also called anti-de Sitter space $\left(\mathrm{AdS}_{d+1}\right)$, as in Fig. 1.1. Let us expand both sides of this equation.


Figure 1.1: The AdS/CFT correspondence on a cylinder.

### 1.1. 1 Anti-de Sitter space

Anti-de Sitter space $\operatorname{AdS}_{d+1}$ is a $(d+1)$-dimensional space with constant negative curvature. This means that nearby particles in initially parallel free-fall accelerate away from
each other at a constant rate proportional to their distance, $\ddot{\xi}^{\mu}=\xi^{\mu} / L_{\text {AdS }}^{2}$, where $\xi$ is the initial separation vector and $L_{\text {AdS }}$ is some scale we will call the $\operatorname{AdS}$ radius. Note that here and throughout the thesis, we will set $c=1$. The simplest way to construct such a space is to embed it as a hyperboloid in the flat space $\mathbb{R}^{2, d,}$ :

$$
\begin{equation*}
\eta_{M N} X^{M} X^{N}=-L_{\text {AdS }}^{2} . \tag{1.1}
\end{equation*}
$$

Topologically, the hyperboloid takes the form $\mathbb{S}^{1} \times \mathbb{R}_{+} \times \mathbb{S}^{d-1}$, where $\mathbb{S}^{k}$ is the $k$-dimensional hypersphere. We can therefore parameterize it as

$$
\begin{align*}
X^{-1} & =L_{\mathrm{AdS}} \cosh (\rho) \sin (\tau)  \tag{1.2}\\
X^{0} & =L_{\mathrm{AdS}} \cosh (\rho) \cos (\tau)  \tag{1.3}\\
X^{i} & =L_{\mathrm{AdS}} \sinh (\rho) \Omega^{i}, \tag{1.4}
\end{align*}
$$

for $\tau \in \mathbb{S}^{1}, \rho \geq 0$, and $\Omega^{i}, i=1, \ldots, d$, parameterizing $\mathbb{S}^{d-1} \cdot|\cdot|$ Substituting this paramaterization into the flat metric gives the induced metric on the hyperboloid:

$$
\begin{align*}
\mathrm{d} s^{2} & =\eta_{M N} \mathrm{~d} X^{M} \mathrm{~d} X^{N} \\
& =L_{\mathrm{AdS}}^{2}\left[-\cosh (\rho)^{2} \mathrm{~d} \tau^{2}+\mathrm{d} \rho^{2}+\sinh ^{2}(\rho) \mathrm{d} \Omega_{d-1}^{2}\right] \tag{1.5}
\end{align*}
$$

These are called global coordinates. Equivalently, if we set $r=\sinh \rho$, we obtain a different expression

$$
\begin{equation*}
\mathrm{d} s^{2}=-\left(1+\frac{r^{2}}{L_{\mathrm{AdS}}^{2}}\right) \mathrm{d} t^{2}+\left(1+\frac{r^{2}}{L_{\mathrm{AdS}}}\right)^{-1} \mathrm{~d} r^{2}+r^{2} \mathrm{~d} \Omega_{d-1}^{2} \tag{1.6}
\end{equation*}
$$

which will be useful below.
The isometries of AdS are the coordinate transformations which leave the metric invariant. From the embedding $\left(1.1\right.$, these will be induced by coordinate changes of $\mathbb{R}^{2, d}$ which leaves the defining equation $X^{2}=-L_{\text {AdS }}^{2}$ invariant. This is precisely the Lorentz

[^0]group $\mathrm{SO}(2, d){ }^{2}$ Geometrically, the group is generated by rotations in the timelike plane, rotations of the spacelike directions, and boosts between the two. Since there are $d+2$ directions altogether, there are a total of $(d+1)(d+2) / 2$ independent rotations, one for each pair of directions.

Although these act as rotations on the embedding space $\mathbb{R}^{2, d}$, this is the same as the number of basic symmetries of $\mathbb{R}^{1, d}$ including translations. Indeed, there are $d+1$ translations and $d(d+1) / 2$ rotations and boosts, with

$$
\begin{equation*}
(d+1)+\frac{d(d+1)}{2}=\frac{(d+1)(d+2)}{2} . \tag{1.7}
\end{equation*}
$$

This implies that AdS is a maximally symmetric spacetime. It looks the same at every point and in every direction, as we expect for a space of constant negative curvature. This curvature can be measured using the Ricci tensor $\mathcal{R}_{\mu \nu}$ :

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}=-\frac{d}{L_{\mathrm{AdS}}^{2}} g_{\mu \nu} . \tag{1.8}
\end{equation*}
$$

This implies that AdS is a vacuum spacetime, satisfying Einstein's equation

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}-\frac{1}{2} \mathcal{R}^{\lambda}{ }_{\lambda} g_{\mu \nu}+\Lambda g_{\mu \nu}=0 \tag{1.9}
\end{equation*}
$$

for vacuum energy $\Lambda=-d(d-1) / 2 L_{\text {AdS }}^{2} .^{3}$
Although AdS is maximally symmetric and everywhere looks the same, in the global coordinates (1.5) we can single out a region of interest, namely the conformal boundary at $\rho \rightarrow \infty$. The simplest way to exhibit this boundary is to make a change of coordinates $\tan (\theta)=\sinh (\rho)$, so that 1.5 becomes

$$
\mathrm{d} s^{2}=\frac{L_{\mathrm{AdS}}^{2}}{\cos ^{2}(\theta)}\left[-\mathrm{d} \tau^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \Omega_{d-1}^{2}\right]
$$

[^1]In $d \geq 2, \rho \geq 0$ and hence $0 \leq \theta<\pi / 2$. Up to an overall conformal factor, this has the geometry of $\mathbb{R} \times H \mathbb{S}^{d}$, where $H \mathbb{S}^{d}$ is half of the $d$-dimensional hypersphere $\mathbb{S}^{d}$.

We conformally compactify AdS by throwing away the conformal factor and adding the point $\theta=\pi / 2$ at the boundary of the hemisphere. This corresponds precisely to the conformal boundary $\rho=\infty$. The metric at this point is conformally equivalent to

$$
\left.\mathrm{d} s^{2}\right|_{\theta=\pi / 2} \sim-\mathrm{d} \tau^{2}+\sin ^{2} \theta \mathrm{~d} \Omega_{d-1}^{2}
$$

The boundary of a hemisphere is a sphere, $\partial\left(H \mathbb{S}^{d}\right)=\mathbb{S}^{d-1}$, so the spatial geometry of the conformal boundary is $\mathbb{S}^{d-1}$. This gives rise to the solid cylinder of Fig. 1.1.

Note that the behaviour of null geodesics is unnaffected by the conformal factor. In particular, since the geometry is conformally compact, a bulk AdS observer can send light rays to the conformal boundary and have them return in finite proper time. Thus, AdS behaves somewhat like a finite box whose boundary can be probed by light rays. Since information can be encoded into light rays, this already suggests a nontrivial relation between bulk and boundary physics.

To explore how energy and matter actually travel around AdS, let us introduce some matter fields. The simplest example is a scalar field which is perturbatively weak and not backreact on the metric. We follow the treatment of [14] and set $L_{\mathrm{AdS}}=1$ for simplicity. A scalar field of mass $m$ satisfies the Klein-Gordon equation

$$
\begin{equation*}
\square \phi=\frac{1}{\sqrt{-g}} \partial_{\mu}\left(\sqrt{-g} g^{\mu \nu} \partial_{\nu} \phi\right)=m^{2} \phi \tag{1.10}
\end{equation*}
$$

Let us make an ansatz which separates the solution into a radial function and a spherical harmonic

$$
f_{\omega \ell \vec{m}}(r, t, \Omega)=\psi_{\omega \ell}(r) e^{-i \omega t} Y_{\ell \vec{m}}(\Omega),
$$

where $Y_{\ell \vec{m}}(\Omega)$ is the spherical harmonic with degree (angular momentum) $\ell$ and orders (magnetic quantum numbers) $\vec{m}$, on which the round Laplacian simply gives $-\ell(\ell+d-2)$.

Then the Klein-Gordon equation (1.10) becomes an equation

$$
\begin{equation*}
\left(1+r^{2}\right) \psi^{\prime \prime}+\left[\frac{d-1}{r}\left(1+r^{2}\right)+2 r\right] \psi^{\prime}+\left[\frac{\omega^{2}}{1+r^{2}}-\frac{\ell(\ell+d-2)}{r^{2}}-m^{2}\right] \psi=0 \tag{1.11}
\end{equation*}
$$

for the radial function $\psi_{\omega \ell}$.
Rather than solve this explicitly, we can take limits. Near the centre of the cylinder, at small $r$, we have

$$
\begin{equation*}
\psi^{\prime \prime}+\frac{d-1}{r} \psi^{\prime}-\frac{\ell(\ell+d-2)}{r^{2}} \psi=0 . \tag{1.12}
\end{equation*}
$$

This can be solved by a power law ansatz $\psi \propto r^{-p}$, with

$$
\begin{align*}
0 & =p(p+1)-(d-1) p-\ell(\ell+d-2) \\
\Longrightarrow \quad p_{ \pm} & =\frac{d-2}{2} \pm \frac{1}{2} \sqrt{(d-2)^{2}+4 \ell(\ell+d-2)} \tag{1.13}
\end{align*}
$$

For a smooth solution, we must choose the positive sign $p_{+}$. On the other hand, as $r \rightarrow \infty$, (1.11) gives

$$
\begin{equation*}
r^{2} \psi^{\prime \prime}+(d+1) r \psi^{\prime}-m^{2} \psi=0 \tag{1.14}
\end{equation*}
$$

Once again, this is solved by a power law ansatz $\psi \propto r^{-\Delta}$, with

$$
\begin{align*}
0 & =\Delta(\Delta+1)-(d+1) \Delta-m^{2} \\
\Longrightarrow \quad \Delta_{ \pm} & =\frac{d}{2} \pm \frac{1}{2} \sqrt{d^{2}+4 m^{2}} . \tag{1.15}
\end{align*}
$$

Assuming that $m^{2} \geq 0$ and $d \geq 2$, smoothness requires we choose the positive sign here also, $\Delta_{+}=\Delta$. Since we now have boundary conditions at both $r=0$ (in terms of $\ell$ ) and $r=\infty$ (in terms of $m$ ), we expect that only certain values of $\omega$ will be allowed, so the spectrum is quantized. This is indeed what happens, with

$$
\begin{equation*}
\omega=\Delta+\ell+2 n \tag{1.16}
\end{equation*}
$$

for $n=0,1,2, \ldots$, as one can show by solving the full radial equation (1.11) explicitly in terms of Bessel functions and imposing the boundary conditions. For details, see [13].

These are the classical solutions. To quantize the field on this background, we introduce annihilation and creation operators $a_{n \ell \vec{m}}$ and $a_{n \ell \vec{m}}^{\dagger}$ for the corresponding modes, with commutation relations

$$
\begin{equation*}
\left[a_{n \ell \vec{m}}, a_{n \ell \vec{m}}^{\dagger}\right]=\delta_{n n^{\prime}} \delta_{\ell \ell^{\prime}} \delta_{\vec{m} \vec{m}^{\prime}} . \tag{1.17}
\end{equation*}
$$

The field expansion in the Heisenberg picture is then

$$
\begin{equation*}
\hat{\phi}(r, t, \Omega)=\sum_{n \ell \vec{m}}\left[f_{n \ell \vec{m}} a_{n \ell \vec{m}}+f_{n \ell \vec{m}}^{*} a_{n \ell \vec{m}}^{\dagger}\right] \tag{1.18}
\end{equation*}
$$

where the $f$ are mode functions

$$
f_{n \ell \vec{m}}(r, t, \Omega) \propto \psi_{\omega_{n \ell} \ell}(r) e^{-i \omega_{n \ell} t} Y_{\ell \vec{m}}(\Omega)
$$

In order to ensure unitarity, these are unit-normalized in the Klein-Gordon inner product:

$$
\begin{equation*}
\langle f, g\rangle=i \int_{\Sigma} \mathrm{d}^{d} y \sqrt{\gamma} n^{\mu}\left(g^{*} \partial_{\mu} f-f \partial_{\mu} g^{*}\right) \tag{1.19}
\end{equation*}
$$

where $\Sigma$ is any bulk Cauchy slice, $\sqrt[4]{4}$ with induced metric $\gamma$ and future-directed normal $n^{\mu}$. Then the ground state of the corresponding Fock space is annihilated by all the $a_{n \ell \vec{m}}$, and we create excitations by acting with $a_{n \ell \vec{m}}^{\dagger}$. We can generalize to other (perturbatively weak) fields and interactions between them in the same fashion.

### 1.1.2 Conformal field theory

A conformal field theory $\mathrm{CFT}_{d}$ is a d-dimensional quantum field theory which is invariant under angle-preserving changes of coordinate. If the CFT is defined on a metric $M$ with metric $g_{\mu \nu}[x]$ and coordinates $x$, the transformation $x \rightarrow x^{\prime}(x)$ is conformal if

$$
\begin{equation*}
g_{\mu \nu}^{\prime}\left[x^{\prime}(x)\right]=g_{\alpha \beta}[x] \frac{\partial x^{\alpha}}{\partial x^{\prime \mu}} \frac{\partial x^{\beta}}{\partial x^{\prime \nu}}=\Omega(x)^{-2} g_{\mu \nu}[x], \tag{1.20}
\end{equation*}
$$

[^2]for some function $\Omega(x)=e^{-\omega(x)}$, where the first equation defines the metric $g_{\mu \nu}^{\prime}\left[x^{\prime}\right]$ in the new coordinates, and the second gives a condition for the transformation to be conformal. We will typically consider Minkowski space $M=\mathbb{R}^{1, d-1}$ or the CFT on a cylinder $M=$ $\mathbb{R} \times \mathbb{S}^{d-1}$, which are related by a conformal (stereographic) transformation. Let us consider Minkowski space explicitly, and set $g_{\mu \nu}=\eta_{\mu \nu}$.

To analyze conformal symmetry, we can consider infinitesimal transformations

$$
\begin{equation*}
x^{\prime}(x)=x+\epsilon(x), \tag{1.21}
\end{equation*}
$$

where we ignore quantities of order $O\left(\epsilon^{2}\right)$. Comparing the two expressions for $\eta_{\mu \nu}^{\prime}$ in 1.20) and assuming $\Omega(x)=1-\omega(x)+O\left(\omega^{2}\right)$ is also infinitesimal, we obtain

$$
\begin{align*}
\eta_{\mu \nu}^{\prime} & =\eta_{\alpha \beta}\left(\delta_{\mu}^{\alpha}-\partial^{\alpha} \epsilon_{\mu}\right)\left(\delta_{\nu}^{\beta}-\partial^{\beta} \epsilon_{\nu}\right) \approx \eta_{\mu \nu}-\partial_{\mu} \epsilon_{\nu}-\partial_{\nu} \epsilon_{\nu} \\
& =(1-2 \omega(x)) \eta_{\mu \nu} \\
\Longrightarrow \quad 2 \omega(x) \eta_{\mu \nu} & =\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu} \tag{1.22}
\end{align*}
$$

Contracting both sides of 1.22 gives $\partial_{\mu} \epsilon^{\mu}=\omega(x) d$, and substituting back in we find We can sneakily rewrite the second derivative $\partial_{\mu} \partial_{\nu} \epsilon_{\rho}$ using 1.22):

$$
\begin{align*}
\partial_{\mu} \partial_{\nu} \epsilon_{\rho} & =\frac{1}{2}\left[\partial_{\mu}\left(\partial_{\nu} \epsilon_{\rho}+\partial_{\rho} \epsilon_{\nu}\right)+\partial_{\nu}\left(\partial_{\mu} \epsilon_{\rho}+\partial_{\rho} \epsilon_{\mu}\right)-\partial_{\rho}\left(\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}\right)\right] \\
& =\eta_{\nu \rho} \partial_{\mu} \omega+\eta_{\mu \rho} \partial_{\rho} \omega-\eta_{\mu \nu} \partial_{\rho} \omega \tag{1.23}
\end{align*}
$$

Contracting with $\partial^{\rho}$ and using $\partial_{\mu} \epsilon^{\mu}=\omega(x) d$ yields

$$
\begin{equation*}
\left[\eta_{\mu \nu} \partial^{2}+(d-2) \partial_{\mu} \partial_{\nu}\right] \partial_{\rho} \epsilon^{\rho}=0 \tag{1.24}
\end{equation*}
$$

This is called the conformal Killing equation.
The conformal Killing equation is radically different for $d=2$, so for the moment, we instead focus on $d>2$. In this case, the LHS of vanishes if $\epsilon(x)$ is at most
second-order in $x$, so we can write the general solution

$$
\begin{equation*}
\epsilon_{\mu}(x)=a_{\mu}-\sigma_{\mu \nu} x^{\nu}+\lambda x_{\mu}+b_{\mu} x^{2}-2 x_{\mu} b_{\beta} x^{\nu}, \tag{1.25}
\end{equation*}
$$

for an antisymmetric matrix $\sigma_{\mu \nu}=-\sigma_{\nu \mu}$. We can interpret these matrices geometrically, and count the associated degrees of freedom. The vector $a_{\mu}$ represents the $d$ dimensional set of infinitesimal translations in $\mathbb{R}^{1, d-1}$. The antisymmetric matrix $\sigma_{\mu \nu}$ generates $d(d-1) / 2$ independent infinitesimal Lorentz transformations (rotations and boosts), one for each pair of directions. The constant $\lambda$ gives a dilatation or scale transformation, taking the infinitesimal form $x^{\prime}=(1+\lambda) x$. These exponentiate to give finite transformations of the form $x^{\prime}=\lambda x$. Finally, the vector $b_{\mu}$ parameterizes a $d$-dimensional set of special conformal transformations (SCT), with finite form ${ }^{5}$

$$
\begin{equation*}
x^{\mu} \rightarrow \frac{x^{\mu}+b^{\mu} x^{2}}{1+2 b \cdot x+b^{2} x^{2}} . \tag{1.26}
\end{equation*}
$$

The total number of generators is therefore

$$
d+\frac{d(d-1)}{2}+1+d=\frac{(d+1)(d+2)}{2} .
$$

We encountered this number earlier, in (1.7), where it counted the isometries of AdS, or equivalently, the Lorentz transformations of $\mathbb{R}^{2, d}$.

This is not a coincidence. In fact, the group of conformal transformation is precisely $\mathrm{SO}(2, d)$. To see this, we need to analyze the algebra of generators more carefully. To start with, consider the infinitesimal Lorentz transformations parameterized by $\sigma_{\alpha \beta}$, and all other coefficients set to zero. We can rewrite the infinitesimal shift in coordinates as a

[^3]sum over matrices $J_{(\beta \gamma)}$ called generators $:^{6}$
\[

$$
\begin{align*}
x^{\prime \alpha} & =x^{\alpha}-\eta^{\alpha \beta} \sigma_{\beta \mu} x^{\mu} \\
& =\left(\delta_{\mu}^{\alpha}-\eta^{\alpha \beta} \sigma_{\beta \mu}\right) x^{\mu} \\
& =\left(\delta_{\mu}^{\alpha}+\frac{i}{2} \sigma^{\beta \gamma} J_{(\beta \gamma) \mu}\right) x^{\mu}, \tag{1.27}
\end{align*}
$$
\]

where we have defined

$$
\begin{equation*}
J_{(\beta \gamma)}=i\left(x_{\beta} \partial_{\gamma}-x_{\gamma} \partial_{\beta}\right) \tag{1.28}
\end{equation*}
$$

Recall that a commutator of two matrices is the difference $[A, B]=A B-B A$. A little algebra confirms that the commutator of generators is

$$
\begin{equation*}
\left[J_{(\mu \nu)}, J_{(\rho \sigma)}\right]=i\left(\eta_{\mu \rho} J_{(\nu \sigma)}+\eta_{\nu \sigma} J_{(\mu \rho)}-\eta_{\nu \rho} J_{(\mu \sigma)}-\eta_{\mu \sigma} J_{(\nu \rho)}\right) . \tag{1.29}
\end{equation*}
$$

These commutation relations define the Lie algebra $\mathfrak{s o}(1, d-1)$.
More generally, we can define a generator $G$ associated with some family of infinitesimal transformations $\kappa^{a}$ by

$$
x^{\prime \alpha}=x^{\alpha}-i \kappa^{a} G_{(a)} x^{\alpha} .
$$

Thus, the generators $J_{(\beta \gamma)}$ are associated with $\sigma^{\beta \gamma}$, with a factor of $1 / 2$ coming from antisymmetry. For infinitesimal translations,

$$
\begin{equation*}
x^{\prime \alpha}=x^{\alpha}+a^{\alpha}=x^{\alpha}-i a^{\beta} P_{(\beta)} x^{\alpha} \tag{1.30}
\end{equation*}
$$

for the generator $P_{(\beta)}=-i \partial_{\beta}$. Similarly, dilatations (associated with $\lambda$ ) have generator

$$
\begin{equation*}
D=-i x^{\alpha} \partial_{\alpha} \tag{1.31}
\end{equation*}
$$

while SCTs are generated by

$$
\begin{equation*}
K_{(\alpha)}=-i\left(2 x_{\alpha} x^{\beta} \partial_{\beta}-x^{2} \partial_{\alpha}\right) \tag{1.32}
\end{equation*}
$$

[^4]It is a standard exercise to show that, in addition to (1.29), these generators obey the commutation relations

$$
\begin{align*}
{\left[D, P_{(\alpha)}\right] } & =i P_{(\alpha)}  \tag{1.33}\\
{\left[D, K_{(\alpha)}\right] } & =-i K_{(\alpha)}  \tag{1.34}\\
{\left[K_{(\alpha)}, P_{(\beta)}\right] } & =2 i\left(\eta_{\alpha \beta} D-J_{(\alpha \beta)}\right)  \tag{1.35}\\
{\left[K_{(\alpha)}, J_{(\beta \gamma)}\right] } & =i\left(\eta_{\alpha \beta} K_{(\gamma)}-\eta_{\alpha \gamma} K_{(\beta)}\right)  \tag{1.36}\\
{\left[P_{(\alpha)}, J_{(\beta \gamma)}\right] } & =i\left(\eta_{\alpha \beta} P_{(\gamma)}-\eta_{\alpha \gamma} P_{(\beta)}\right) . \tag{1.37}
\end{align*}
$$

This defines the Lie algebra of infinitesimal conformal transformations.
There is a beautiful way to reorganize this algebra, however, which makes its isomorphism to $\mathfrak{s o}(2, d)$ manifest. Define $L_{(\alpha \beta)}=J_{(\alpha \beta)}$, and

$$
\begin{align*}
L_{(-1, d+1)} & =D  \tag{1.38}\\
L_{(-1, \alpha)} & =\frac{1}{2}\left(P_{(\alpha)}-K_{(\alpha)}\right)  \tag{1.39}\\
L_{(d+1, \alpha)} & =\frac{1}{2}\left(P_{(\alpha)}+K_{(\alpha)}\right) . \tag{1.40}
\end{align*}
$$

Then the new set of generators, $L_{(M N)}$, can be shown to obey

$$
\begin{equation*}
\left[L_{(M N)}, L_{(R S)}\right]=i\left(\eta_{M R} L_{(N S)}+\eta_{N S} L_{(M R)}-\eta_{N R} L_{(M S)}-\eta_{M S} L_{(N S)}\right) \tag{1.41}
\end{equation*}
$$

These are exactly the commutation relations for the Lorentz algebra $\mathfrak{s o}(2, d)$. Exponentiating, we find that the group of conformal symmetries of $\mathbb{R}^{1, d-1}$ is $\mathrm{SO}(2, d)$, as claimed. Since the cylinder $\mathbb{R} \times \mathbb{S}^{d-1}$ is stereographically equivalent to flat space, it also has conformal symmetry group $\mathrm{SO}(2, d)$.

Let us now turn to field, assuming the reader is familiar with relativistic quantum field theory. A field $\phi$ is an irreducible representation (irrep) of the conformal symmetry group. As usual in field theory, we can use the method of induced representations, analyzing transformations which fix the position of the field $\phi$ at $x=0$ and later acting with the translation generators $P_{(\alpha)}$. Since conformal symmetry includes the Lorentz group, we can
assume the field transforms under Lorentz generators via finite-dimensional representation $\mathcal{J}_{(\alpha \beta)}$, i.e.

$$
\begin{equation*}
\left[J_{(\alpha \beta)}, \phi(0)\right]=-\mathcal{J}_{(\alpha \beta)} \phi(0) \tag{1.42}
\end{equation*}
$$

It remains to determine the behaviour under $D$ and $K_{(\alpha)}$. We will assume $\phi$ is an eigenstate of $D$, with

$$
\begin{equation*}
[D, \phi(0)]=-i \Delta \phi(0) \tag{1.43}
\end{equation*}
$$

for a constant $\Delta$ called the scaling dimension. This means that under dilatations $x^{\prime}=\lambda x$, the field transforms as

$$
\begin{equation*}
\phi^{\prime}\left(x^{\prime}\right)=\lambda^{-\Delta} \phi(x) \tag{1.44}
\end{equation*}
$$

Finally, we define a primary field as one annihilated by $K_{(\alpha)}$, i.e.

$$
\begin{equation*}
\left[K_{(\alpha)}, \phi(0)\right]=0 \tag{1.45}
\end{equation*}
$$

From the commutation relations $(1.33)$ and $(1.34)$, we see that applying $P_{(\alpha)}$ increases $\Delta$ by one unit, while $K_{(\alpha)}$ decreases it. We will show in a moment that there is a lower bound on $\Delta$, so that in any irrep, the lowest weight field is annihilated by $K_{(\mu)}$. These are precisely the primary fields, and the rest of the irrep is generated by acting with momentum operators. This gives the possible field content for our CFT.

To see where this bound on $\Delta$ comes from, we need an important property of CFTs called the state-operator correspondence. We first analytically continue to Euclidean time, $\tau=-i t$. We then have a CFT defined on the Euclidean cylinder $M_{E}=\mathbb{R} \times \mathbb{S}^{d-1}$, with conformal symmetry group $\mathrm{SO}(1, d) \cdot{ }^{7}$ We can map the Euclidean cylinder to $\mathbb{R}^{d}$ minus a hole at the origin via $\varsigma=e^{\tau}$ :

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} \tau^{2}+\mathrm{d} \Omega_{d-1}^{2}=\frac{1}{\varsigma^{2}}\left(\mathrm{~d} \varsigma^{2}+\varsigma^{2} \mathrm{~d} \Omega_{d-1}^{2}\right) . \tag{1.46}
\end{equation*}
$$

Up to an (irrelevant) overall conformal factor, $\varsigma$ acts as a polar radial variable, with the origin $\varsigma$ corresponding to $\tau=-\infty$. If the theory is quantized on the sphere, then Euclidean time evolution is given by dilatation, $\varsigma^{\prime}=e^{\lambda} \varsigma=e^{\tau+\lambda}$, so we can interpret the dilatation

[^5]operator $D$ as the operator implementing time evolution, i.e. the Hamiltonian. It follows that the energy of a field is simply related to the scaling dimension, $E=\Delta+E_{0}$ for ground state energy $E_{0}$. Thus, to obtain a stable theory with a Hamiltonian bounded below, we need a lower bound on $\Delta$.

The state-operator correspondence itself is simple. If we add a point at the origin $\varsigma=0$ ( $\tau=-\infty$ ), we can insert an operator $\mathcal{O}(0)$ there, and evolve by dilatation to obtain a state $|\mathcal{O}(\varsigma)\rangle$ on the sphere at any later Euclidean time. We can view this as a Euclidean path integral over the solid ball which prepares the state. If our fields are collectively labelled by $\phi$, and $|\Phi\rangle$ ranges over a basis of eigenstates for classical field configurations with $\hat{\Phi}(x)|\Phi\rangle=\Phi(x)|\Phi\rangle$, then

$$
\begin{equation*}
\langle\Phi \mid \mathcal{O}(\varsigma)\rangle=\int_{\varsigma=0}^{\phi(\varsigma)=\Phi} \mathcal{D} \phi e^{-S[\phi]} \mathcal{O}(0) \tag{1.47}
\end{equation*}
$$

where we integrate over all classical configurations for $\phi$ on the ball of radius $\varsigma$. This map is invertible, since we can contract a state on the boundary of the ball back to the origin by dilatation as well.

The Euclidean path integral can be used to define correlation functions (or correlators or $n$-point functions) more broadly:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(x_{1}\right) \cdots \mathcal{O}_{n}\left(x_{n}\right)\right\rangle=\frac{1}{Z} \int \mathcal{D} \phi e^{-S[\phi]} \mathcal{O}_{1}\left(x_{1}\right) \cdots \mathcal{O}_{n}\left(x_{n}\right) \tag{1.48}
\end{equation*}
$$

where we integrate over all field configurations and normalize by the partition function

$$
\begin{equation*}
Z=\int \mathcal{D} \phi e^{-S[\phi]} \tag{1.49}
\end{equation*}
$$

so that $\langle 1\rangle=1$. If the $\mathcal{O}_{i}$ are primary fields, then conformal symmetry forces the correlators to be constrained functions of the separations $x_{i j}=\left|x_{i}-x_{j}\right|$ only. For instance, one-point functions vanish, with

$$
\begin{equation*}
\langle\mathcal{O}(x)\rangle=0 \tag{1.50}
\end{equation*}
$$

since this is the only result consistent with scaling symmetry, $\mathcal{O} \rightarrow \lambda^{-\Delta} \mathcal{O}$ under $x \rightarrow \lambda x$.

Similarly, for the two-point function we have [12]

$$
\begin{equation*}
\langle\mathcal{O}(x) \mathcal{O}(y)\rangle=\frac{C_{\mathcal{O}}}{|x-y|^{2 \Delta}} \tag{1.51}
\end{equation*}
$$

for some constant $C_{\mathcal{O}}$, where $\Delta$ is the scaling dimension of $\mathcal{O}$. Typically, we normalize our fields so that $C_{\mathcal{O}}=1$. If the fields have different scaling dimension, the two-point function $\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle$ vanishes ${ }^{8}$

The three-point function is more interesting. Conformal symmetry now dictates [12]

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(x_{1}\right) \mathcal{O}_{2}\left(x_{2}\right) \mathcal{O}_{3}\left(x_{3}\right)\right\rangle=\frac{C_{123}}{x_{12}^{\Delta_{1}+\Delta_{2}-\Delta_{3}} x_{23}^{\Delta_{2}+\Delta_{3}-\Delta_{1}} x_{13}^{\Delta_{3}+\Delta_{1}-\Delta_{2}}} \tag{1.52}
\end{equation*}
$$

for a constant $C_{123}$. This expression arises from a rather different perspective using the operator product expansion (OPE). In this case, we start by assuming an associative algebra of the operators of our theory, taking the form

$$
\begin{equation*}
\mathcal{O}_{1}\left(x_{1}\right) \mathcal{O}_{2}\left(x_{2}\right)=\sum_{j} \hat{C}_{12 j}\left[x_{12}\right] \mathcal{O}_{j}\left(x_{2}\right) \tag{1.53}
\end{equation*}
$$

where $\mathcal{O}_{j}$ ranges over all fields primary fields of the CFT, and $\hat{C}_{12 j}\left[x_{12}\right]$ is a differential operator depending on the separation $x_{12}$. This will include for instance operators of the form

$$
\begin{equation*}
\mathcal{O}^{(n, \vec{\ell})}=\mathcal{O}_{1} \partial^{2 n} \partial_{\mu_{1}} \cdots \partial_{\mu_{\ell}} \mathcal{O}_{2} \tag{1.54}
\end{equation*}
$$

called double-trace operators. Substituting this into the three-point function and using the result for the two-point function, we obtain

$$
\left\langle\mathcal{O}_{1}\left(x_{1}\right) \mathcal{O}_{2}\left(x_{2}\right) \mathcal{O}_{3}\left(x_{3}\right)\right\rangle=\sum_{j} \hat{C}_{12 j}\left[x_{12}\right]\left\langle\mathcal{O}_{j}\left(x_{2}\right) \mathcal{O}_{3}\left(x_{3}\right)\right\rangle=\hat{C}_{123}\left[x_{12}\right]\left(x_{23}^{-2 \Delta_{3}}\right) .
$$

We can insert the OPE in higher-point correlator functions as well.

[^6]
## Conformal field theory in two dimensions

In $d=2$, the conformal Killing equation (1.24) simplifies considerably. Matters are clearer in Euclidean signature, so we use coordinates $\left(x^{0}, x^{1}\right)$ and change $\eta_{\mu \nu} \rightarrow \delta_{\mu \nu}$, the identity matrix. The explicit components of 1.22 then give

$$
\begin{equation*}
\partial_{0} \epsilon_{1}=-\partial_{1} \epsilon_{0}, \quad \partial_{0} \epsilon_{0}=\partial_{1} \epsilon_{1} . \tag{1.55}
\end{equation*}
$$

These are precisely the Cauchy-Riemann equations of complex analysis. We are led to to recast out two coordinates as arguments of a single complex variable $z=x^{0}+i x^{1}$, with $\epsilon=\epsilon^{0}+i \epsilon^{1}$ giving rise to a conformal transformation just in case it is a holomorphic function of $z$. Similarly, $\bar{\epsilon}=\epsilon^{0}-i \epsilon^{1}$ is anti-holomorphic.

We can thus perform a Laurent expansion ${ }^{9}$ of $\epsilon(z)$ around $z=0$ :

$$
\begin{equation*}
\epsilon(z)=-\sum_{n \in \mathbb{Z}} c_{n} z^{n+1} \tag{1.56}
\end{equation*}
$$

and similarly for $\bar{\epsilon}(\bar{z})$. Since $z^{\prime}=z+\epsilon$, we can consider the infinitesimal change in any field $\phi$ (taken to be spinless for simplicity) as

$$
\begin{equation*}
\delta \phi=\phi(z+\epsilon)-\phi(z) \approx \epsilon \partial_{z} \phi=-\sum_{n} c_{n} z^{n+1} \partial_{z} \phi \tag{1.57}
\end{equation*}
$$

Thus, each term $c_{n}$ is associated with a differential operator

$$
\begin{equation*}
\ell_{n}=-z^{n+1} \partial_{z}=:-z^{n+1} \partial \tag{1.58}
\end{equation*}
$$

which generates the corresponding infinitesimal deformation on fields, and similarly for $\bar{\ell}_{n}=-\bar{z}^{n+1} \partial_{\bar{z}}=:-\bar{z}^{n+1} \bar{\partial}$. A short calculation shows that these generators obey the Witt algebra

$$
\begin{equation*}
\left[\ell_{n}, \ell_{m}\right]=(m-n) \ell_{m+n}, \quad\left[\bar{\ell}_{n}, \bar{\ell}_{m}\right]=(m-n) \bar{\ell}_{m+n}, \quad\left[\ell_{n}, \bar{\ell}_{m}\right]=0 \tag{1.59}
\end{equation*}
$$

[^7]The low-lying generators have a simple interpretation. First, $\ell_{-1}$ generates translations, while $\ell_{0}$ generates rotations and scaling. Finally, $\ell_{1}$ gives special conformal transformations, since $-c z^{2}$ is the infinitesimal version of $z /(c z+1)$, an instance of 1.26. Thus, along with their antiholomorphic counterparts, $\left\{\ell_{-1}, \ell_{0}, \ell_{1}\right\}$ give rise to the global conformal group we have already encountered. ${ }^{10}$ but in $d=2$. The remaining infinite set of generators have no parallel in higher dimensions, and are local in the sense that they do not map the complex plane (or Riemann sphere) to itself.

When we quantize the theory, we change the generators $\ell_{n}$ acting on classical fields to generators $L_{n}$ acting on quantum fields. Quantum effects change their relations so that they instead satisfy the Virasoro algebra

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=(m-n) L_{m+n}+\frac{c}{12} m\left(m^{2}-1\right) \delta_{m+n, 0} \tag{1.60}
\end{equation*}
$$

and similarly for $\bar{L}_{n}$. This is almost the Witt algebra 1.59, but there is a new term proportional to a constant $c$, called the central charge, associated with the theory.

We will briefly outline the physical meaning of $c$ and how it is derived, but refer the curious reader to [12] for full details. Recall Noether's theorem, which states that every continuous symmetry gives rise to a conserved current. The current associated with translation is the stress-energy tensor,

$$
\begin{equation*}
T_{\mu \nu}=-\frac{2}{\sqrt{|g|}} \frac{\delta S_{\mathrm{CFT}}}{\delta g^{\mu \nu}} \tag{1.61}
\end{equation*}
$$

where $S_{\mathrm{CFT}}$ is the action and $g_{\mu \nu}$ a dynamical background metric. For a scale transformation, $\delta g^{\mu \nu}=-2 \omega g^{\mu \nu}$ for fixed $\omega$ and hence

$$
\begin{equation*}
\delta S=-\int \frac{\delta S_{\mathrm{CFT}}}{\delta g^{\mu \nu}} \delta g^{\mu \nu}=-\omega \int \sqrt{|g|} T_{\mu}^{\mu} \tag{1.62}
\end{equation*}
$$

By definition, the action is invariant, $\delta S=0$, and hence the stress-energy tensor is traceless: $T_{\mu}^{\mu}=0$. This holds in any dimension, but on the Euclidean plane, this translates into

[^8]the requirement that the non-vanishing components of the stress-energy are holomorphic, $T_{z z}(z)=T(z)$, and anti-holomorphic, $T_{\bar{z} \bar{z}}(\bar{z})=\bar{T}(\bar{z})$.

We can show that these holomorphic and anti-holomorphic fields give rise to conserved currents. For a holomorphic deformation $\delta z=\epsilon(z)$, for instance, we have

$$
\begin{equation*}
J^{\bar{z}}=T(z) \epsilon(z), \quad J^{z}=0 \tag{1.63}
\end{equation*}
$$

It immediately follows that this is conserved, with $\partial_{\mu} J^{\mu}=\bar{\partial} J^{\bar{z}}=0$. Similar statements hold for anti-holomorphic deformations. Consider the special case $\epsilon_{n}(z)=z^{n+1}$. The plane coordinates are related to coordinates on the cylinder by $z=e^{-i w}$, with $w=\theta+i \tau$ for $\theta \in \mathbb{S}^{1}$ and $\tau \in \mathbb{R}$. The Jacobian is $2 \pi i$. Hence, the conserved charge associated with $\epsilon_{n}$ on the cylinder is given by the integral:

$$
\begin{equation*}
Q_{n}=\frac{1}{2 \pi i} \oint \mathrm{~d} z T(z) z^{n+1} \tag{1.64}
\end{equation*}
$$

But this conserved charge is precisely the generator $\ell_{n}$ in the classical theory, or $L_{n}$ in the quantum theory. We can therefore expand the stress-energy tensor as

$$
\begin{equation*}
T(z)=\sum_{n \in \mathbb{Z}} L_{n} z^{-(n+2)}, \tag{1.65}
\end{equation*}
$$

using the residue theorem and 1.64 with $Q_{n}=L_{n}$.
In the quantum theory, the two components of the stress-energy tensor are promoted to operators. Some gymnastics [12] shows that the OPE is

$$
\begin{equation*}
T(z) T(w)=\frac{c / 2}{(z-w)^{4}}+\frac{2 T(w)}{(z-w)^{2}}+\frac{\partial T(w)}{z-w}+O\left((z-w)^{0}\right) \tag{1.66}
\end{equation*}
$$

for some constant $c$ depending on the theory, and consistent with the general expression (1.53). For instance, if we have some number of free bosonic fields, then $c$ simply counts them, so it can be viewed as a measure of the local degrees of freedom. Finally, we can evaluate the commutator of Virasoro generators using (1.66) and (1.65) to find (after much
omitted algebra) that

$$
\begin{aligned}
{\left[L_{m}, L_{n}\right] } & =\left(\oint \frac{\mathrm{d} w}{2 \pi i} \oint \frac{\mathrm{~d} z}{2 \pi i}-\oint \frac{\mathrm{d} z}{2 \pi i} \oint \frac{\mathrm{~d} w}{2 \pi i}\right) z^{m+1} w^{n+1} T(z) T(w) \\
& =(m-n) L_{m+n}+\frac{c}{12} m\left(m^{2}-1\right) \delta_{m+n, 0}
\end{aligned}
$$

as claimed above.

### 1.1.3 The AdS/CFT correspondence

Having described both sides of the AdS/CFT equation, we can finally state what exactly the equals sign means. The correspondence was first conjectured as an equivalence between Type IIB superstring theory on $\mathrm{AdS}_{5} \times \mathbb{S}^{5}$ and $\mathcal{N}=4$ supersymmetric Yang-Mills theory on $\mathbb{R}^{1,3}$ with gauge group $\operatorname{SU}(N)$ [8, 9, 10]. We will focus on the simpler "bottom-up" version of the proposal, but for an expository overview of the stringy version, see [11, 13]. We have already seen that $\mathrm{AdS}_{d+1}$ has isometry group $\mathrm{SO}(d, 2)$. This is also the group of conformal symmetries of $\mathbb{R} \times \mathbb{S}^{d-1}$, which happens to lie at the conformal boundary of global AdS. In terms of matter content, we considered fields propagating on an AdS background, and conformal fields which transform in irreps of the conformal group. A shared ground state symmetry, and objects which transform according to this symmetry, furnish the natural ingredients for a duality.

Recall from (1.15) that, for a scalar field $\phi$ of mass $m$ propagating on an $\operatorname{AdS}_{d+1}$ background, its near-boundary behaviour was

$$
\phi(r, t, \Omega) \sim r^{-\Delta} \phi_{(0)}(t, \Omega), \quad \Delta=\frac{1}{2}\left(d+\sqrt{d^{2}+4 m^{2} L_{\mathrm{AdS}}^{2}}\right) .
$$

We did not choose the symbol $\Delta$ by accident, and indeed, according to the correspondence, this field is dual to a scalar CFT operator $\mathcal{O}$ with scaling dimension $\Delta$. Moreover, we can think of the limit

$$
\begin{equation*}
\phi_{(0)}(t, \Omega)=\lim _{r \rightarrow \infty} r^{\Delta} \phi(r, t, \Omega) \tag{1.67}
\end{equation*}
$$

as specifying the value of a source for the CFT operator $\mathcal{O}$. This relation between sources
and boundary values of bulk fields is called the extrapolate dictionary.
More generally, scattering problems in gravity are dual to correlators in the CFT. To make this precise, let us go to Euclidean signature and introduce a powerful object called the generating functional for computing correlators in the field theory:

$$
\begin{equation*}
Z_{\mathrm{CFT}}\left[\phi_{(0)}\right]=\left\langle\exp \left(-\sum_{i} \int \mathrm{~d}^{d} x \phi_{(0)}^{i}(x) \mathcal{O}_{i}(x)\right)\right\rangle \tag{1.68}
\end{equation*}
$$

where the $\mathcal{O}_{i}$ are and $\phi_{(0)}^{i}$ are the corresponding sources. We can compute CFT correlators by functionally differentiating $Z_{\text {CFT }}$ with respect to sources and then setting them to 0 :

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(t_{1}, \Omega_{1}\right) \cdots \mathcal{O}_{n}\left(t_{n}, \Omega_{n}\right)\right\rangle=\left.\frac{(-1)^{n}}{Z_{\mathrm{CFT}}[0]} \frac{\delta^{n} Z_{\mathrm{CFT}}\left[\phi_{(0)}\right]}{\delta \phi_{(0)}^{1}\left(t_{1}, \Omega_{1}\right) \cdots \delta \phi_{(0)}^{n}\left(t_{n}, \Omega_{n}\right)}\right|_{\phi_{(0)}=0} \tag{1.69}
\end{equation*}
$$

We propose to compute this a second way, as a gravitational scattering problem in AdS:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(t_{1}, \Omega_{n}\right) \cdots \mathcal{O}_{n}\left(t_{n}, \Omega_{n}\right)\right\rangle=\left\langle\mathcal{O}_{1}\left(t_{1}, \Omega_{n}\right) \cdots \mathcal{O}_{n}\left(t_{n}, \Omega_{n}\right)\right\rangle_{\mathrm{AdS}}, \tag{1.70}
\end{equation*}
$$

where the RHS is a gravitational path integral analogous to (1.48):

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(t_{1}, \Omega_{n}\right) \cdots \mathcal{O}_{n}\left(t_{n}, \Omega_{n}\right)\right\rangle_{\mathrm{AdS}}=\int \mathcal{D} g \mathcal{D} \phi e^{-S_{\mathrm{AdS}}[\phi, g]} \mathcal{O}_{1}\left(t_{1}, \Omega_{n}\right) \cdots \mathcal{O}_{n}\left(t_{n}, \Omega_{n}\right) \tag{1.71}
\end{equation*}
$$

with $r^{\Delta} \phi(r, t, \Omega) \rightarrow \mathcal{O}(t, \Omega)$ as per the extrapolate dictionary, $\phi$ the matter configurations subject to the extrapolate constraint, and $g$ Euclidean metrics with the appropriate conformal boundary. In fact, 1.71) can be extracted by functional differentiation just like the CFT correlator, but from the gravitational partition function subject to boundary conditions:

$$
\begin{equation*}
Z_{\mathrm{AdS}}\left[\phi_{(0)}\right]=\int_{r^{\Delta} \phi \rightarrow \phi_{(0)}} \mathcal{D} g \mathcal{D} \phi e^{-S_{\mathrm{AdS}}[\phi, g]} . \tag{1.72}
\end{equation*}
$$

This immediately suggests a duality between the CFT generating functional and the gravitational path integral:

$$
\begin{equation*}
Z_{\mathrm{CFT}}\left[\phi_{(0)}\right]=Z_{\mathrm{AdS}}\left[\phi_{(0)}\right] . \tag{1.73}
\end{equation*}
$$

This form of the AdS/CFT correspondence is called the GPKW dictionary [9, 10].
We have been deliberately vague about the regime under which we expect (1.73) to hold. In fact, we can regard it as a non-perturbative definition of the quantum gravity path integral $Z_{\mathrm{AdS}}$ in terms of the better-understood CFT generating functional $Z_{\mathrm{CFT}}$. To see the virtue of this perspective, note that when the physics is highly stringy, there is currently no other known way to compute $Z_{\text {AdS }}$ (Type IIB superstring theory on an AdS background at strong coupling) so this definition seems reasonable! But for this to be a reasonable definition of the UV, we should confirm it behaves reasonably in the IR. There, we can check against expectations from the relevant low-energy effective field theory, where quantum fields propagate over a curved background metric that they are not sufficiently strong to alter.

Since the gravitational action has a prefactor $\propto 1 / G$, where $G$ is Newton's constant, we will focus on the semiclassical limit $G \rightarrow 0{ }^{[11}$ This means that the Euclidean gravitational path integral (1.72) can be evaluated using the saddlepoint approxiimation as a sum over on-shell configurations $\phi_{\ell}^{*}, g_{\ell}^{*}$ :

$$
\begin{equation*}
Z_{\mathrm{AdS}}=\int \mathcal{D} g \mathcal{D} \phi e^{-S_{\mathrm{AdS}}[\phi, g]} \sim \sum_{\ell} e^{-S_{\mathrm{AdS}}\left[\phi_{\ell}^{*}, g_{\ell}^{*}\right]} \tag{1.74}
\end{equation*}
$$

For small $G$, this will be dominated by the solution of lowest action, so we can simply solve the equations of motion and compare the action of different solutions to see which is semiclassically favoured.

## CFTs with semiclassical duals

We will give a short qualitative summary of the class of CFTs which are believed to have semiclassical duals [17, 16, 14]. First, if our theory has free or perturbatively coupled fields, then any operator $\mathcal{O}$ will interact with a host of higher-spin conserved currents. For instance, a scalar $\psi$ schematically couples to $\psi \partial \psi, \psi \partial^{2} \psi$, and so on, with each derivative increasing the spin. On the gravity side, these will manifest as a cascade of higher-spin

[^9]particles, or equivalently, excited string modes. In a good semiclassical dual, we don't see this physics at low energies, so the naive perturbative expansion must break down, with tree-level diagrams comparable to loops. Thus, the CFT is strongly coupled. For similar reasons, we expect that the CFT operators dual to stringy physics only appear at high energies, so that the spectrum of particles has a "gap" between operators dual to lowenergy fields and those dual to strings. This also requires strong coupling, since otherwise the light fields cascade into heavy ones. We will say such a CFT is gapped, with strong coupling left implicit.

As discussed above, a single semiclassical background metric requires $G \rightarrow 0$. It turns out that, in general, $G \sim 1 / N$, where $N$ measures the local degrees of freedom in the CFT $\left[^{12}\right.$ Thus, a semiclassical dual requires large $N$, or rather, a family of CFTs labelled by $N$ in which we take the limit $N \rightarrow \infty$. Since the spectrum has a gap, there will need to be many states crammed into higher energies, a statement we make more precise at the end of §1.1.4.

We conclude with a slightly more formal statement tying the two requirements together, following the clear treatment in [14]. A gapped large $-N \mathrm{CFT}_{d}$ is a family of $d$-dimensional CFTs, labelled by $N$, such that:

- There is a set of "single-trace" primaries $\left\{\mathcal{O}_{i}\right\}$ with scaling dimensions $\left\{\Delta_{i}\right\}$ in the CFT with the property that, if normalized so that $\langle\mathcal{O O}\rangle \sim N^{0}$, then three-point functions are suppressed by $N$ :

$$
\begin{equation*}
\left\langle\mathcal{O}_{i} \mathcal{O}_{j} \mathcal{O}_{k}\right\rangle \lesssim \frac{1}{N} . \tag{1.75}
\end{equation*}
$$

These single-trace primaries are dual to low-energy bulk fields $\phi_{i}$, and acting with $\mathcal{O}_{i}$ creates a single-particle state in the bulk.

- The CFT energy momentum tensor $T_{\mu \nu}$ is the only single-trace primary with spin 2 and scaling dimension $d$, with a two-point function $\left.\langle T T\rangle \sim N\right|^{13}$ This means

[^10]$T_{\mu \nu}$ is dual to the graviton and its two-point function is proportional to the expected gravitational coupling $1 / G$.

- For any $n=O\left(N^{0}\right)$ set of single-trace primaries $\left\{\mathcal{O}_{i_{1}}, \ldots, \mathcal{O}_{i_{n}}\right\}$, there is an associated multi-trace primary $\mathcal{O}_{i_{1}, \cdots, i_{n}}$ with scaling dimension $\Delta_{1}+\cdots+\Delta_{n}$. Acting with multi-trace primaries creates multi-particle states in the bulk.
- At leading order in $1 / N$, correlators are "free" and can be computed by Wick contraction, with corrections of order $N^{-(n-2)}$ for $n$ operators. This is the statement that bulk interactions are perturbatively weak, with interactions suppressed by $G$.
- Finally, all operators with $\Delta=O\left(N^{0}\right)$ are single- or multi-trace primaries and their descendants. This is simply the requirement of a gap.

When these conditions are satisfied, there is a low-energy semiclassical description in terms of weakly coupled fields $\phi_{i}$ propagating in the bulk [17]. The GKPW dictionary (1.73) relates single- and multi-trace primaries to these bulk duals. Quantizing the bulk fields $\phi_{i}$ gives a multi-particle Fock space, where acting with dual CFT operators creates particles in the bulk. The Fourier modes of these operators are precisely the creation and annihilation operators discussed at the end of $\$$ 1.1.1.

### 1.1.4 Black holes and wormholes

The GKPW form the dictionary (1.73) was given for operators acting on the CFT vacuum state on the cylinder $M=\mathbb{R} \times \mathbb{S}^{d-1}$, and bulk fields propagating on a pure AdS background $\mathcal{M}$, with boundary $\partial \mathcal{M}=M$ (and the corresponding induced metric $h$ ). In general, our gravitational path integral requires boundary conditions not only for the matter fields $\phi$, but the metric $g$. This suggests a generalization of GKPW, where we replace the cylinder by some other manifold $M$ with metric $h_{M} \cdot \sqrt{14}$ and the vacuum state on the cylinder with

[^11]${ }^{14}$ There may be many metrics on $M$, so the conformal class of $h_{M}$ is implicitly specified here.
the vacuum state $\left|\Omega_{M}\right\rangle$ of the CFT on $M$ :
\[

$$
\begin{align*}
Z_{\mathrm{AdS}}\left[\phi_{(0)}, M\right] & =\int_{r^{\Delta} \phi \rightarrow \phi_{(0)}, g \rightarrow h_{M}} \mathcal{D} g \mathcal{D} \phi e^{-S_{\mathrm{AdS}}[\phi, g]}  \tag{1.76}\\
Z_{\mathrm{CFT}}\left[\phi_{(0)}, M\right] & =\left\langle\exp \left(-\sum_{i} \int \mathrm{~d}^{d} x \phi_{(0)}^{i}(x) \mathcal{O}_{i}(x)\right)\right\rangle_{\Omega_{M}} \tag{1.77}
\end{align*}
$$
\]

with a correspondence

$$
\begin{equation*}
Z_{\mathrm{AdS}}\left[\phi_{(0)}, \partial \mathcal{M}=M\right]=Z_{\mathrm{CFT}}\left[\phi_{(0)}, M\right] . \tag{1.78}
\end{equation*}
$$

Note that we are working in Euclidean signature. There are various subtleties in going to Lorentzian signature. Roughly speaking, however, we can think of Euclidean path integrals (including the sources) as defining states. To understand the corresponding Lorentzian correlators, we solve the bulk Euclidean equations of motion, slice them along a moment-of-time symmetry ${ }^{[15}$ then analytically continue our expression for propagators to real time. This Lorentzian evolution is capped off by (conjugate) Euclidean bulk solutions at initial and final times, since these are providing the bra and ket in our correlator. See for instance [19, 20] for more details.

The most important application of this extended correspondence is to black holes. Consider the $A d S$-Schwarzschild black hole, with metric:

$$
\begin{equation*}
\mathrm{d} s^{2}=-f(r) \mathrm{d} t^{2}+\frac{\mathrm{d} r^{2}}{f(r)}+r^{2} \mathrm{~d} \Omega_{d-1}^{2} \tag{1.79}
\end{equation*}
$$

where

$$
\begin{equation*}
f(r)=1+\frac{r^{2}}{L_{\mathrm{AdS}}^{2}}-\frac{\mu_{d}}{r^{d-2}} \tag{1.80}
\end{equation*}
$$

For $d>2$,

$$
\mu_{d}=r_{H}^{d-2}\left(\frac{r_{H}^{2}}{L_{\mathrm{AdS}}^{2}}+1\right)=\frac{16 \pi G M}{(d-1) S^{d-1}},
$$

[^12]where $r_{H}$ is the horizon or Schwarzschild radius, satisfying $f\left(r_{H}\right)=0, M$ is the mass of the black hole, and $S^{d-1}$ the volume of $\mathbb{S}^{d-1}$. Since $f(r) \approx r^{2}$ at large $r$, this clearly approaches the metric (1.6), so in Lorentzian signature it is asymptotically AdS.

If we Wick rotate to Euclidean signature $\tau=-i t$, the metric becomes

$$
\begin{equation*}
\mathrm{d} s_{E}^{2}=f(r) \mathrm{d} \tau^{2}+\frac{\mathrm{d} r^{2}}{f(r)}+r^{2} \mathrm{~d} \Omega_{d-1}^{2} \tag{1.81}
\end{equation*}
$$

The function $f(r) \rightarrow 0$ linearly at the horizon, so we can expand

$$
\begin{equation*}
f(r) \approx f^{\prime}\left(r_{H}\right)\left(r-r_{H}\right)+O\left(\left(r-r_{H}\right)^{2}\right) \tag{1.82}
\end{equation*}
$$

Substituting into (1.81) and performing a near-horizon expansion, we obtain

$$
\mathrm{d} s_{E}^{2}=f^{\prime}\left(r_{H}\right)\left(r-r_{H}\right) \mathrm{d} \tau^{2}+\frac{\mathrm{d} r^{2}}{f^{\prime}\left(r_{H}\right)\left(r-r_{H}\right)}+\cdots
$$

We can go to polar coordinates by setting

$$
\begin{equation*}
\rho^{2}=\frac{4\left(r-r_{H}\right)}{f^{\prime}\left(r_{H}\right)}, \quad \varphi=\frac{1}{2} f^{\prime}\left(r_{H}\right) \tau \tag{1.83}
\end{equation*}
$$

so that the near-horizon Euclidean metric is

$$
\begin{equation*}
\mathrm{d} s_{E}^{2}=\rho^{2} \mathrm{~d} \varphi^{2}+\mathrm{d} \rho^{2}+\cdots \tag{1.84}
\end{equation*}
$$

Thus, the Euclidean black hole has the near-horizon geometry of a disk. We picture this in Fig. 1.2 (left).

If $\varphi$ subtends more or less than $2 \pi$, we will have a conical excess or deficit, which creates a sharp point in the fabric of spacetime and thus sources stress-energy. ${ }^{16}$ Since there is no matter (away from the true singularity at $r=0$ ), smoothness requires that $\varphi$ have period $2 \pi$, and hence from (1.83), the Euclidean time $\tau \sim \tau+\Delta \tau$ is periodic with

[^13]period
\[

$$
\begin{equation*}
\Delta \tau=\beta=\frac{4 \pi}{\left|f^{\prime}\left(r_{H}\right)\right|}=\frac{4 \pi r_{H} L_{\mathrm{AdS}}^{2}}{(d-2) L_{\mathrm{AdS}}^{2}+d r_{H}^{2}} . \tag{1.85}
\end{equation*}
$$

\]

According to the lore of quantum statistical mechanics, a system with periodic imaginary time is in the canonical thermal state

$$
\begin{equation*}
\rho_{\beta}=\frac{1}{Z[\beta]} e^{-\beta \hat{H}}, \quad Z[\beta]=\operatorname{Tr}\left[e^{-\beta \hat{H}}\right]=\sum_{E} e^{-\beta E} \tag{1.86}
\end{equation*}
$$

with inverse temperature $\beta=1 / T$. This is a quick way to arrive at Hawking's startling insight that black holes are thermal systems [21, 22, 23].

This will turn out to be very natural in AdS/CFT. First, note that from the periodicity $\tau \in \mathbb{S}_{\beta}^{1}$, the boundary geometry of our Euclidean black hole is $M=\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}$. Thus, our extended GKPW prescription 1.78 suggests $Z_{\mathrm{AdS}}\left[\partial \mathcal{M}=\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}\right]=Z_{\mathrm{CFT}}\left[\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}\right]$, where we have set sources to zero. The vacuum state of a Euclidean CFT on $\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}$ is simply the canonical thermal state on $\mathbb{S}^{d-1}$. Thus, the black hole is dual to the thermal state, first suggested by Witten [24].


Figure 1.2: Left. The Euclidean disk with boundary $\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}$ preparing the black hole. Right. The AdS-Schwarzschild black hole in Lorentzian signature.

We should, however, be a little more careful. Our path integral will involve sums over arbitrary geometries $g$ with boundary $\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}$. We not only need to take the semiclassical limit $G \rightarrow 0$ to obtain the Schwarzschild solution, we need to ensure that this has lowest action and therefore dominates the path integral (1.74). This will be non-trivial, since there is another vacuum solution to Einstein's equations with this boundary: thermal $\operatorname{AdS}$,
which is simply the Euclidean version of (1.6) with imaginary time periodically identified, $\tau \sim \tau+\beta$, and (perturbatively weak) fields in a thermal state. As shown by Hawking and Page for $d+1=4$ [25] and generalized by Witten to arbitrary dimension [24], the actions for both thermal AdS and the black hole are proportional to volumes of (Euclidean) spacetime. Both will therefore diverge, but we can compute the difference at some fixed radius $R$ (with the periodicity of thermal AdS adjust to ensure the geometries match) and then take $R \rightarrow \infty$. The end result is finite:

$$
\begin{align*}
\Delta S_{\mathrm{AdS}} & =\frac{d}{8 \pi G} \lim _{R \rightarrow \infty}\left[V_{\mathrm{BH}}(R)-V_{\mathrm{thAdS}}(R)\right] \\
& =\frac{\beta S^{d-1}}{16 \pi r_{H} G L_{\mathrm{AdS}}^{2}}\left(L_{\mathrm{AdS}}^{2} r_{H}^{d-1}-r_{H}^{d+1}\right) . \tag{1.87}
\end{align*}
$$

It follows that the black hole spacetime dominates for $r_{H}>L_{\text {AdS }}$, which via (1.85) translates into a constraint on $\beta$. Note that we can also think of this as a regularized on-shell action for the black hole, subtracting off the appropriate "vacuum" action to get a finite answer.

We can use this result to compute the entropy of a black hole and learn about the density of states in our CFT. First, recall from statistical mechanics that the thermodynamic entropy can be computed from the partition function via

$$
\begin{equation*}
S=\left(1-\beta \partial_{\beta}\right) Z[\beta] . \tag{1.88}
\end{equation*}
$$

Here, the partition function is the Euclidean gravity path integral

$$
Z[\beta]=Z_{\mathrm{AdS}}\left[\mathbb{S}_{\beta}^{1} \times \mathbb{S}^{d-1}\right] \approx e^{-S_{\mathrm{AdS}}\left[g^{*}\right]}
$$

for the saddlepoint geometry $g^{*}$. Below the Hawking-Page transition, thermal AdS $g_{\mathrm{thAdS}}$ dominates, and from its unbroken symmetry with respect to $\tau$ we learn $S_{\mathrm{AdS}}\left[g_{\mathrm{thAdS}}\right] \propto \beta$. Hence, the entropy vanishes, up to $O\left(G^{0}\right)$ corrections due to the matter fields outside the black hole. These will become very important below, but for the moment we ignore them.

Above the Hawking-Page transition, the black hole dominates. The entropy here is harder to calculate from 1.88 , but we can use the fact that $-\partial_{\beta} \log Z=E(\beta)$, the energy
of the state, and $\log Z$ is the regularized on-shell action we gave above in (1.87). From Einstein's most famous equation, the energy of the black hole is simply its mass $M$, so from (1.80) we immediately have

$$
\begin{equation*}
E=M=\frac{(d-1) S^{d-1}}{16 \pi G}\left(r_{H}^{d} L_{\mathrm{AdS}}^{-2}+r_{H}^{d-2}\right) \tag{1.89}
\end{equation*}
$$

Hence, inserting (1.87) and (1.89) into (1.88), we finally obtain the black hole entropy:

$$
\begin{align*}
S & =\beta M-\Delta S_{\mathrm{AdS}} \\
& =\frac{\beta(d-1) S^{d-1}}{16 \pi G}\left(r_{H}^{d} L_{\mathrm{AdS}}^{-2}+r_{H}^{d-2}\right)-\frac{\beta S^{d-1}}{16 \pi r_{H} G L_{\mathrm{AdS}}^{2}}\left(L_{\mathrm{AdS}}^{2} r_{H}^{d-1}-r_{H}^{d+1}\right) \\
& =\frac{\beta S^{d-1}}{16 \pi r_{H} L_{\mathrm{AdS}}^{2} G}\left[(d-1)\left(r_{H}^{d+1}+L_{\mathrm{AdS}}^{2} r_{H}^{d-1}\right)-\left(L_{\mathrm{AdS}}^{2} r_{H}^{d+1}-r_{H}^{d-1}\right)\right] \\
& =\frac{r_{H}^{d-1} S^{d-1}}{4 G}, \tag{1.90}
\end{align*}
$$

where $\mathcal{A}_{\text {hor }}=r_{H}^{d-1} S^{d-1}$ is the "area" of the black hole horizon, appropriately generalized to higher dimensions. This is the celebrated Bekenstein-Hawking entropy [26, 27, 21, 28].

We see that the thermodynamic entropy $S$ suddenly jumps from $O\left(G^{0}\right)$ to $O(1 / G)$ at the Hawking-Page transition. In the microcanonical ensemble, the entropy is related to the density of black hole microstates $\delta(E)$ in a small window around energy $E$ :

$$
\begin{equation*}
S(E)=\log \delta(E) \tag{1.91}
\end{equation*}
$$

Since energy corresponds to scaling dimension $\Delta$ in the CFT, we see that the physics of this black hole transition is telling us directly about the gap in the spectrum. Below the Hawking-Page transition, we have a small number of primaries, and an $O(N)$ explosion above the transition. From the discussion at the end of $\$ 1.1 .3$, we morally expect these to correspond to stringy, higher-spin excitations. If they cause the semiclassical spacetime to break down, they must do so behind the horizon.

But what actually goes on behind the horizon is mysterious. An adventurous physicist can fall inside and see what happens, but they can never communicate their findings to
the less adventurous physicists who remained outside. From 1.79), $f(r)$ changes sign at $r=r_{H}$ and exchanges the roles of $t$ and $r$. Information heads ineluctably towards the singularity at $r=0$ simply by travelling forward in time. This horizon is picture in Fig. 1.2 (right). We have just argued that stringy, high-energy modes must be hidden inside, from which one might expect there is no good geometry at all. This is the flavour of the fuzzball program [29].

This point of view is in deep tension with the equivalence principle, according to which nothing special happens at the horizon. The Schwarschild metric (1.79) is singular at the horizon due to the factor of $1 / f(r)$, but this singularity can be removed by choosing a different set of coordinates. A convenient choice is Eddington-Finkelstein null coordinates, defined by

$$
\begin{equation*}
v=t+r^{*}, \quad u=t-r^{*}, \quad r^{*}(r)=\int_{r_{H}}^{r} \frac{\mathrm{~d} \hat{r}}{f(\hat{r})} . \tag{1.92}
\end{equation*}
$$

Physically, curves of constant $v$ (respectively $u$ ) are infalling (respectively outgoing) null rays. In these coordinates, the metric 1.79 becomes

$$
\begin{equation*}
\mathrm{d} s^{2}=-f(r) \mathrm{d} u \mathrm{~d} v+r^{2} \mathrm{~d} \Omega_{d-1}^{2} \tag{1.93}
\end{equation*}
$$

which is no longer singular at the horizon, and can be extended into the interior. In fact, it is possible to extend the coordinate system even further by defining Kruskal-Szekeres coordinates

$$
\begin{equation*}
U(u)=-e^{-2 \pi u / \beta}, \quad V(v)=e^{2 \pi v / \beta} . \tag{1.94}
\end{equation*}
$$

This yields the metric

$$
\begin{equation*}
\mathrm{d} s^{2}=-\frac{\beta^{2} f(r)}{4 \pi^{2} U V} \mathrm{~d} U \mathrm{~d} V+r^{2} \mathrm{~d} \Omega_{d-1}^{2} \tag{1.95}
\end{equation*}
$$

Note that $U<0$ and $V>0$ in (1.94. However, by letting $U, V \in \mathbb{R}$, we obtain the maximally extended AdS-Schwarzschild solution or eternal black hole. Surprisingly, this contains a second asymptotic region with $U>0$ and $V<0$, as depicted in Fig. 1.3 (left). The Penrose diagram is obtained by compactifying the coordinates $U, V$ and throwing away an overall conformal factor. These two regions are connected by a wormhole, with
the spatial geometry of a Cauchy slice drawn in Fig. 1.3 (right).
From the perspective of AdS/CFT, this looks very different from the original black hole/thermal state correspondence. In the maximally extended geometry, the asymptotic region consists of not one but two copies of $\mathbb{R} \times \mathbb{S}^{d-1}$. This suggests we need a new dictionary entry to describe this maximally extended solution. However, we can obtain the relevant entry by simply slicing the Euclidean path integral for the thermal state in half, as shown by Maldacena [30], inspired by an older proposal of Israel [31].


Figure 1.3: Left. The Penrose diagram for the maximally extended AdS-Schwarzschild geometry, with sphere $\mathbb{S}^{d-1}$ suppressed. Right. The embedding geometry of the dotted timeslice, with the sphere schematically shown as a circle.

The basic idea is to purify the canonically thermal state 1.86 on two copies of the CFT. More precisely, we define a pure state called the thermofield double (TFD) on the two CFTs with the property that, if we trace out one CFT, we obtain $\rho_{\beta}$ on the other. Let $\mathrm{CFT}_{1}$ denote our original CFT, and $\mathrm{CFT}_{2}$ a second copy of the same system which is identical except that it is CPT conjugate.$^{17}$ The TFD is defined by

$$
\begin{equation*}
|\operatorname{TFD}(\beta)\rangle:=\frac{1}{\sqrt{Z[\beta]}} \sum_{E} e^{-\beta E / 2}|E\rangle_{1}|\tilde{E}\rangle_{2}, \tag{1.96}
\end{equation*}
$$

where $|E\rangle_{1}$ denotes an energy eigenstate of $\mathrm{CFT}_{1}$ and $|\tilde{E}\rangle_{2}$ the CPT conjugate. We can

[^14]check the partial trace recovers $\rho_{\beta}$ :
\[

$$
\begin{align*}
\operatorname{Tr}_{2}[|\operatorname{TFD}(\beta)\rangle\langle\operatorname{TFD}(\beta)|] & =\frac{1}{Z[\beta]} \sum_{E E^{\prime}} e^{-\beta\left(E+E^{\prime}\right) / 2}{ }_{1}|E\rangle\left\langle\left. E^{\prime}\right|_{1}\left\langle\tilde{E} \mid \tilde{E}^{\prime}\right\rangle_{2}\right. \\
& =\frac{1}{Z[\beta]} \sum_{E E^{\prime}} e^{-\beta\left(E+E^{\prime}\right) / 2}{ }_{1}|E\rangle\left\langle\left. E\right|_{1} \delta_{E E^{\prime}}\right. \\
& =\rho_{\beta} . \tag{1.97}
\end{align*}
$$
\]

To see how correlators in this state are computed by Euclidean path integral on the cylin$\operatorname{der} C_{\beta}=[0, \beta / 2] \times \mathbb{S}^{d-1}$, we need to view either end of the cylinder as kets in $\mathrm{CFT}_{1}$ and $\mathrm{CFT}_{2}$, with boundary conditions acting as bras for which we compute transition amplitudes, as in 1.47). If the bras at either end are $\left|\psi_{i}\right\rangle$, associated with $\mathrm{CFT}_{i}$, then the transition amplitude for a Euclidean cylinder of length $\beta / 2$ is

$$
\begin{align*}
\left\langle\psi_{1}\right| e^{-\beta \hat{H} / 2}\left|\psi_{2}\right\rangle & =\sum_{E} e^{-\beta E / 2}\left\langle\psi_{1} \mid E\right\rangle\left\langle E \mid \psi_{2}\right\rangle \\
& =\sum_{E} e^{-\beta E / 2}\left\langle\psi_{1} \mid E\right\rangle\left\langle\tilde{\psi}_{2} \mid \tilde{E}\right\rangle_{2} \\
& ={ }_{1}\left\langle\left.\psi_{1}\right|_{2}\left\langle\psi_{2} \mid \operatorname{TFD}(\beta)\right\rangle\right. \tag{1.98}
\end{align*}
$$

where on the first line we inserted a resolution of identity in the energy basis, and in the second, we used the fact that CPT conjugates inner products. This is precisely what it means for the state to be prepared by the Euclidean path integral.


Figure 1.4: The Hartle-Hawking path integral on $[0, \beta / 2] \times \mathbb{S}^{d-1}$ preparing the TFD. Below is the Euclidean part, above the Lorentzian continuation.

If we now apply the AdS/CFT dictionary in the form (1.78), we obtain

$$
\begin{equation*}
Z_{\mathrm{AdS}}\left[\partial \mathcal{M}=C_{\beta}\right]=Z_{\mathrm{CFT}}\left[C_{\beta}\right] . \tag{1.99}
\end{equation*}
$$

Consulting Fig. 1.2 (left), we see that $C_{\beta}$ is simply half the boundary of the disk. The bulk spacetime solving the equations of motion (which are local) is just half the disk, with the upper edge a moment-of-time symmetry. When we continue to Lorentzian signature, this gives the "upper-half" of the maximally extended solution. Thus, we can interpret the half-disk as preparing the maximally extended AdS-Schwarzschild solution, with a smooth future interior. In gravitational parlance, this is called the Hartle-Hawking state [22], and is often drawn by attaching (half) of the Lorentzian spacetime to the Euclidean half-disk, as in Fig. 1.4.

### 1.1.5 Entanglement

Above, we speculated that the microstates $|E\rangle$ in $(1.91)$ accounting for black hole entropy involve non-classical physics hidden behind the horizon. These same high energy states appear in the thermodfield double (1.96), so why should there be a good interior geometry? Although we cannot send a message from the left to the right CFT (they are non-interacting), we can send messages which meet in the interior. One way to diagnose this is to look for nonzero correlators between operators on the right and left [30]. This is possible because the TFD state entangles the two CFTs, i.e. it cannot be factorized into a product of states on each CFT, $\mid$ TFD $\rangle \neq\left|\psi_{1}\right\rangle_{1} \otimes\left|\psi_{2}\right\rangle_{2}$. As in the EPR thought experiment [32], this type of correlation allows for action at a distance (between the CFTs) without violating causality. The crucial role of entanglement in creating this emergent spacetime was first emphasized by Van Raamsdonk [33, 34] ${ }^{18}$

In this setting, we are led to a profitable reinterpretation of the black hole entropy. From the perspective of either the left or right CFT, we have thermodynamic entropy

[^15]$S=\mathcal{A}_{\text {hor }} / 4 G$. We can write $S$ in terms of the density $\rho_{\beta}$ as follows:
\[

$$
\begin{align*}
S & =\beta E(\beta)+\log Z \\
& =\frac{1}{Z} \operatorname{Tr}\left[e^{-\beta \hat{H}} \beta \hat{H}\right]+\frac{\log Z}{Z} \operatorname{Tr}\left[e^{-\beta \hat{H}}\right] \\
& =\frac{1}{Z} \operatorname{Tr}\left[e^{-\beta \hat{H}}(\beta \hat{H}+\log Z)\right] \\
& =-\operatorname{Tr}\left[\rho_{\beta} \log \rho_{\beta}\right] . \tag{1.100}
\end{align*}
$$
\]

This is the von Neumman entropy of the matrix $\rho_{\beta}$. Since $\rho_{\beta}$ is obtained by tracing out a CFT, this expression is also called the entanglement entropy between the two CFTs in the TFD state. It measures the uncertainty due to entanglement. In the wormhole geometry, the horizon is the minimal area surface separating the left and and right asymptotic region. It is the purple point in Fig. 1.3 (left), and the dotted "throat" in Fig. 1.3 (right).

Thus, the entanglement entropy is computed by the area of a bulk minimal surface separating the two CFTs. This observation is dramatically generalized by the Ryu-Takayanagi (RT) formula [37, 38]. This gives a precise relation between entanglement and geometry, and proposees that for any subregion $A$ of a CFT in semiclassical state $|\Psi\rangle$, the entanglement entropy of the reduced density $\rho_{A}=\operatorname{Tr}_{\bar{A}}[|\Psi\rangle\langle\Psi|]$ (where $\bar{A}$ is the spatial complement of $A$ ) is the area of the bulk minimal surface $\mathcal{X}_{A}$ anchored at $A$ :

$$
\begin{equation*}
S[A]=\min _{\mathcal{X}_{A} \sim A} \frac{\mathcal{A}\left[\mathcal{X}_{A}\right]}{4 G} \tag{1.101}
\end{equation*}
$$

Here, $\mathcal{X}_{A} \sim A$ indicates that the bulk surface $\mathcal{X}_{A}$ is homologous to $A$, with a co-dimension 2 spacelike region $\Xi_{A}$ they together form the boundary of, $\mathcal{X}_{A} \cup A=\partial \Xi_{A}$. The bulk domain of dependence ${ }^{19} D\left[\Xi_{A}\right]$ is called the entanglement wedge, though we will often use the same name for $\Xi_{A}$. We depict the relevant surfaces in Fig. 1.5.

To return to black holes, Bekenstein-Hawking is the special case of Ryu-Takayanagi formula (1.101) where the "subregion" $A$ is an entire CFT, since the minimal surface is the horizon. Remarkably, Casini, Huerta and Myers (CHM) [39] showed that for a ball-shaped

[^16]region $A$ in the vacuum state of a flat-space CFT, the (boundary) domain of dependence $\hat{D}[A]$ can be mapped to the thermal state on a hyperbolic cylinder $\mathbb{R} \times \mathbb{H}^{d-1}$. The bulk dual is a hyperbolic black hole whose horizon coincides with $\mathcal{X}_{A}$. Thus, the area law implies Ryu-Takayanagi for these ball-shaped regions in the vacuum.


Figure 1.5: The RT formula for a green boundary region $A$. The minimal surface $\mathcal{X}_{A}$ is fuschia, and the entanglement wedge $\Xi_{A}$ mauve.

A proof of (1.101) for general static geometries and regions $A$ follows from a different set of ideas related to black hole physics. In [40], Lewkowycz and Maldacena started with the replica trick, which computes entanglement as a limit of partition functions on joined copies of the original theory. More precisely,

$$
\begin{equation*}
S[A]=\lim _{n \rightarrow 1} \frac{1}{n-1} \log \operatorname{Tr}\left[\rho_{A}^{n}\right], \tag{1.102}
\end{equation*}
$$

where the trace $\operatorname{Tr}\left[\rho_{A}^{n}\right] \sim Z^{(n)}$ can be viewed as the partition function of the replica geometry $\mathcal{M}^{(n)}$ made by stitching $n$ copies of the gravitational system (and its conformal boundary) cyclically together along the "cuts" $A$. For noninteger $n$, the Euclidean replica geometry $\mathcal{M}^{(n)}$ has a conical singularity that we must smooth out, just like the Euclidean disk. The resulting surface $\mathcal{X}_{A}^{(n)}$ is forced to obey a "cosmic string" action, and assuming Einstein's equations are satisfied to leading order in $n-1$, the string pulls taut, i.e. the surface $\mathcal{X}_{A}^{(n)}$ is minimal as $n \rightarrow 1$.

Hubeny, Rangamani and Takanagi (HRT) generalized (1.101) to time-dependent geometries, in which $\mathcal{X}_{A}$ is the minimal extremal surface instead of a minimal surface sim-
pliciter [41]. This can be proved using similar methods to the static case [42]. As shown by Wall [43], in spacetimes satisfying the null energy condition (NEC) $T_{\mu \nu} k^{\mu} k^{\nu} \geq 0$, the HRT formula can be expressed as a maximin condition:

$$
\begin{equation*}
S[A]=\max _{\Sigma} \min _{\mathcal{X}_{A} \subset \Sigma} \frac{\mathcal{A}\left[\mathcal{X}_{A}\right]}{4 G} \tag{1.103}
\end{equation*}
$$

where we minimize over all homologous surfaces $\mathcal{X}_{A}$ in a bulk Cauchy slice $\Sigma$, and then maximize over the choice of Cauchy slice. RT and HRT formulas are also only correct to leading order in $1 / G$, and (like the black hole entropy) receives $O\left(G^{0}\right)$ corrections from quantum fields. In particular, Faulkner, Lewkowycz and Maldacena (FLM) [44] argued that we must add the bulk entropy of fields in the region $\Xi_{A}$, so that

$$
\begin{equation*}
S[A]=\min _{\mathcal{X}_{A} \sim A} \frac{\mathcal{A}\left[\mathcal{X}_{A}\right]}{4 G}+S_{\text {bulk }}\left[\Xi_{A}\right] \tag{1.104}
\end{equation*}
$$

where we have suppressed additional $O\left(G^{0}\right)$ corrections from counterterms needed to regulate the entanglement entropy. Although this result is only correct to $O\left(G^{0}\right)$, it inspired Engelhardt and Wall [45] to conjecture that, to all orders in $G$, the entanglement entropy of a boundary region $A$ is given by the minimal surface extremizing the sum of area and bulk entropy terms, also called the generalized entropy. In more detail, the quantum extremal surface (QES) prescription states that

$$
\begin{equation*}
S[A]=\min _{\mathcal{X}_{A} \sim A}\left[\frac{\mathcal{A}\left[\mathcal{X}_{A}\right]}{4 G}+S_{\text {bulk }}\left[\Xi_{A}\right]\right], \tag{1.105}
\end{equation*}
$$

where the term we are extremizing is the generalized entropy $S_{\text {gen }}\left[\Xi_{A}\right]$. This is a generalization of RT and FLM formulas to all orders in $G$, and like the HRT formula, is amenable to a maximin formulation [46]. It is also closely related to the generalized entropy of a black hole, where $O\left(G^{0}\right)$ corrections come from matter fields in the exterior:

$$
\begin{equation*}
S_{\mathrm{gen}}=\frac{\mathcal{A}_{\mathrm{hor}}}{4 G}+S\left[\rho_{\mathrm{ext}}\right] \tag{1.106}
\end{equation*}
$$

for von Neumann entropy $S\left[\rho_{\text {ext }}\right]$. The generalized second law [27] arises from applying
the second law of thermodynamics to this generalized entropy for black holes. For further discussion, see e.g. [47] and references therein.

For the maximally extended AdS-Schwarzschild geometry, we know that the reduced density of a single CFT is thermal $\rho_{\beta}$ and encodes the corresponding exterior. Prompted by this example, we can ask: in AdS/CFT, what is the bulk dual of a reduced density matrix $\rho_{A}$ ? In the black hole, the horizon terminates the bulk region described by $\rho_{\beta}$. Similarly, we might guess from the RT formula that the minimal surface $\mathcal{X}_{A}$ caps off the bulk region described by $\rho_{A}$, and hence the gravity dual is $\Xi_{A}$, or rather, the entanglement wedge $D\left[\Xi_{A}\right]$ [48]. As a plausibility argument, imagine varying the subsystem $a \subset A$, with $A$ fixed, so the corresponding surfaces $\mathcal{X}_{a}$ sweep out all of $\Xi_{A} \cdot{ }^{20}$

A formal argument was given in [49], though we follow the presentation in [50]. In field theory, the entanglement entropy is usually divergent, and depends on a choice of regulator. In contrast, the relative entropy between two states is finite and well-defined:

$$
\begin{equation*}
S(\rho \mid \sigma)=\operatorname{Tr}[\rho(\log \rho-\log \sigma)]=-S[\rho]+\operatorname{Tr}[\rho \hat{K}[\sigma]] . \tag{1.107}
\end{equation*}
$$

For a density $\rho$, it is helpful to introduce an object called the modular Hamiltonian $\hat{K}$, defined by $\rho=e^{-\hat{K}[\rho]}$. Then the relative entropy can be written

$$
\begin{equation*}
S(\rho \mid \sigma)=\Delta\langle\hat{K}[\sigma]\rangle-\Delta S \tag{1.108}
\end{equation*}
$$

where $\Delta(\cdot)=\operatorname{Tr}[(\rho-\sigma)(\cdot)]$. The relative entropy is positive and vanishes at $\rho=\sigma$. Hence, for linearized perturbations $\rho=\sigma+\delta \sigma$ we obtain the first law of entanglement $\delta S=\delta\langle\hat{K}[\sigma]\rangle$. The FLM formula 1.104) or QES prescription 1.105) tell us that

$$
\begin{equation*}
S\left[\rho_{A}\right]=S\left[\rho_{\Xi_{A}}\right]+\frac{1}{4 G} \operatorname{Tr}\left[\rho_{\Xi_{A}} \hat{\mathcal{A}}\right], \tag{1.109}
\end{equation*}
$$

where $\mathcal{X}_{A}$ extremizes some functional, and we view area as an operator $\hat{\mathcal{A}}$ acting on the bulk semiclassical Hilbert space. We will take this Hilbert space to consist of states with

[^17]extremal surfaces whose areas agree up to order $G$, so that the area contributions to entropy agree to order $G^{0}$.

If we linearize (1.109) and use the first law, we obtain

$$
\begin{equation*}
\delta\left\langle\hat{K}\left[\rho_{A}\right]\right\rangle=\delta\left\langle\hat{K}\left[\rho_{\Xi_{A}}\right]\right\rangle+\frac{1}{4 G} \delta\langle\hat{\mathcal{A}}\rangle . \tag{1.110}
\end{equation*}
$$

Both sides are linear in $\delta \rho$, and since this perturbation is independent of $\rho$, we can integrate to obtain

$$
\begin{equation*}
\operatorname{Tr}\left[\rho_{A} \hat{K}\left[\sigma_{A}\right]\right]=\operatorname{Tr}\left[\rho_{\Xi_{A}}\left(\hat{K}\left[\sigma_{\Xi_{A}}\right]+\frac{\hat{\mathcal{A}}^{(\sigma)}}{4 G}\right)\right] \tag{1.111}
\end{equation*}
$$

where $\hat{\mathcal{A}}^{(\sigma)}$ reminds us that it is extremizing a functional with respect to $\sigma_{A}$. Since this holds for any $\rho$, it follows that within the bulk semiclassical Hilbert space,

$$
\begin{equation*}
\hat{K}\left[\sigma_{A}\right]=\hat{K}\left[\sigma_{\Xi_{A}}\right]+\frac{\hat{\mathcal{A}}^{(\sigma)}}{4 G} . \tag{1.112}
\end{equation*}
$$

Combining (1.107), (1.109) and (1.112) gives

$$
\begin{align*}
S\left(\rho_{A} \mid \sigma_{A}\right)-S\left(\rho_{\Xi_{A}} \mid \sigma_{\Xi_{A}}\right) & =S\left[\rho_{\Xi_{A}}\right]-S\left[\rho_{A}\right]+\frac{1}{4 G} \operatorname{Tr}\left[\rho_{\Xi_{A}} \hat{\mathcal{A}}^{(\sigma)}\right]  \tag{1.113}\\
& =\frac{1}{4 G} \operatorname{Tr}\left[\rho_{\Xi_{A}}\left(\hat{\mathcal{A}}^{(\sigma)}-\hat{\mathcal{A}}^{(\rho)}\right)\right] \tag{1.114}
\end{align*}
$$

using FLM or QES on the second line.
From our assumption about the bulk Hilbert space, this difference is $O(G)$. Thus, in this Hilbert space bulk and boundary relative entropy agree, up to $O(G)$ corrections, and in particular, the state $\rho_{\Xi_{A}}$ on the entanglement wedge contains precisely the same information as the state on $\rho_{A}$. This motivates the program of entanglement wedge reconstruction, where bulk operators in the entanglement wedge are expressed in terms of boundary physics encoded in $\rho_{A}$. Approaches to performing this reconstruction include modular evolution (see [49, 51] for instance) and quantum error correction ([50, 52], see also [14] and references therein).

### 1.2 Boundary state black holes

Generically, the entanglement wedge is bigger than the causal wedge of bulk points that a boundary observer in $A$ can send and receive messages from [53, 54, 43, 48]. In a onesided black hole spacetime, we know that the causal wedge will not penetrate the horizon. But perhaps in some cases the entanglement wedge does, as in Fig. 1.6. We could then use entanglement wedge reconstruction to learn about the black hole interior. We might be suspicious of such an approach, however, given the intuition that in the mixed thermal state $\rho_{\beta}$, the horizon is hiding forbidden high-energy physics rather than a good semiclassical spacetime. And indeed, these efforts are doomed: the horizon is an impassable barrier to extremal surfaces anchored on the boundary [55], so the entanglement wedge cannot go inside. Another strategy is needed.


Figure 1.6: Attempting to look inside a black hole using entanglement wedge reconstruction.

If extremal surfaces cannot enter for the thermal state, we may nevertheless be able to find microstates $|E\rangle$ with an interior geometry that the entanglement wedge can probe. And we also know that the TFD (1.96) has a smooth interior, so we can exploit this to construct the desired state $|E\rangle$. In fact, a strategy for constructing one-sided black hole states was given by Maldacena when he proposed the TFD as dual to the eternal black hole [30], and developed by Hartman and Maldacena in [56]. The idea is simply to take a $\mathbb{Z}_{2}$ quotient of the left and right CFT, folding the Penrose diagram in Fig. 1.3 in half. This also folds the Hartle-Hawking path integral in Fig. 1.4 in half, with a Euclidean
preparation on $[0, \beta / 4] \times \mathbb{S}^{d-1}$.


Figure 1.7: Folding the eternal black hole in half. The blue dot is a boundary state, enforcing symmetry-preserving boundary conditions.

There is an important subtlety, however. We need to ensure that the boundary conditions at the fold do not spoil the bulk spherical symmetry. On the boundary, the fold intersects the Euclidean CFT at the point $\tau=0$ (the blue point at the bottom of Fig. 1.7). In the TFD, the ends of the Euclidean cylinder defined transition amplitudes, as per (1.98). Here, there is only CFT, and we replace the state on the left with a boundary state $|B\rangle$ enforcing symmetric boundary conditions. We are thus led to define

$$
\begin{equation*}
|B(\beta)\rangle=e^{-\beta \hat{H} / 4}|B\rangle, \tag{1.115}
\end{equation*}
$$

which corresponds to a one-sided black hole of inverse temperature $1 / \beta$. The rule for computing transition amplitudes (1.98) is then

$$
\begin{equation*}
\langle\psi| e^{-\beta \hat{H} / 4}|B\rangle, \tag{1.116}
\end{equation*}
$$

where $|\psi\rangle$ is a state of the CFT (at the dull green dot on the right of Fig. 1.7).
We can generalize this story to other symmetry-preserved boundary states $|B\rangle$, and call this general class of one-sided black hole states boundary microstates. They are the subject of Chapter 2. Here outline a few salient results. In general, adding a boundary to a CFT breaks conformal invariance. However, a boundary CFT involves setting boundary conditions which are maximally conformally invariant. This is useful for studying surface critical behaviour [57]. In higher (Euclidean) dimensions, these boundary states break the
full $\mathrm{SO}(1, d+1)$ group to the subgroup $\mathrm{SO}(1, d)$, and may therefore plausibly be expected to maintain spherical symmetry in the bulk.

This by itself does not guarantee a classical interior geometry, but we can draw on another candidate entry to the AdS/CFT dictionary. The AdS/BCFT dictionary [58, 59] proposes that BCFTs are dual to AdS space cut off by a codimension-1 surface called a brane. The brane must respect the remaining $\mathrm{SO}(1, d)$ symmetry. The bulk metric takes the form

$$
\begin{equation*}
\mathrm{d} s_{d+1}^{2}=\mathrm{d} \mu^{2}+g(\mu)^{2} \mathrm{~d} s_{d}^{2}, \tag{1.117}
\end{equation*}
$$

where $\mathrm{d} s_{d}^{2}$ denotes the metric of (Euclidean) $\mathrm{AdS}_{d}$, with isometry group $\mathrm{SO}(1, d)$, and $\mu$ is called the slicing parameter. To maintain the appropriate symmetry, the brane must correspond to a surface of fixed $\mu$. Thus, we are led to state AdS/BCFT in the style of GKPW 1.78):

$$
\begin{equation*}
Z_{\mathrm{AdS}}\left[\partial \mathcal{M}=M \cup \mathcal{B}\left(\mu_{|B\rangle}\right)\right]=Z_{\mathrm{CFT}}\left[M_{B}\right], \tag{1.118}
\end{equation*}
$$

where the CFT is defined on a manifold $M$ with boundary and in boundary state $|B\rangle$, and the bulk spacetime on $\mathcal{M}$ has two boundary components: the asymptotic boundary $M$, and a brane $\mathcal{B}\left(\mu_{|B\rangle}\right)$ at some fixed slicing parameter $\mu_{|B\rangle}$. These are called constant tension branes, pictured in Fig. 1.8 (left).

To determine $\mu_{|B\rangle}$, one approach is to use CFT entanglement data and the RT formula 1.101. For instance, in a $1+1$-dimensional BCFT on $\left\{(x, t) \in \mathbb{R}^{2}: x \geq 0\right\}$, the entanglement entropy of the interval $A:=[0, L]$ is given by

$$
\begin{equation*}
S[A]=\frac{c}{6} \log \left(\frac{2 L}{\epsilon}\right)+g_{B} \tag{1.119}
\end{equation*}
$$

where $c$ is the central charge, $\epsilon$ is a UV regulator, and $g_{B}:=\log \langle B \mid 0\rangle$ an $L$-independent constant called the boundary entropy [60]. Suggestively, this is half the ground state entropy of $[-L, L]$, plus the boundary entropy term [61, 62, 63]. Thus, to compute the entropy, it is as if we undid the $\mathbb{Z}_{2}$ quotient analogous to the method of images, did the calculation, then halved the result and added a boundary entropy term to account for entropy contributions from modes localized to the boundary itself. This is called the doubling
trick [57] ${ }^{21}$
To reproduce this universal result from the RT formula, we must compute the length of a minimal geodesic. The bulk equivalent of the doubling trick, however, is to shoot off a geodesic from the point $x=L$ and allow it to end normally on the brane, since that it will meet its mirror image with no "kink". It can be shown this reproduces the ground state BCFT entropy, and also determines $\mu_{|B\rangle}$ in terms of $g_{B}$ [58, 59]. A similar story holds in higher dimensions. Using methods similar to CHM [39], Jensen and O'Bannon [64] showed that in arbitrary dimenion, universal results for the entanglement entropy of a boundary-centred half-sphere can are reproduced by minimal surfaces ending on a constant tension brane.

This suggests the following generalization of the RT formula in a BCFT:

$$
\begin{equation*}
S[A]=\min _{\mathcal{X}_{A} \sim \mathcal{B} A} \frac{\mathcal{A}\left[\mathcal{X}_{A}\right]}{4 G}, \tag{1.120}
\end{equation*}
$$

where we have replaced the usual homology condition with a "brane-relative" condition $\mathcal{X}_{A} \sim_{\mathcal{B}} A$, meaning that there is a bulk co-dimension 2 region $\Xi_{A}$ bounded by $\mathcal{X}_{A}, A$ and part of the brane $\mathcal{B}_{A} \subset \mathcal{B}$ :

$$
\begin{equation*}
\partial \Xi_{A}=\mathcal{X}_{A} \cup A \cup \mathcal{B}_{A} . \tag{1.121}
\end{equation*}
$$

This homology constraint essentially just treats the brane as part of the bulk spacetime. ${ }^{22}$ As usual, the entanglement wedge is $D\left[\Xi_{A}\right]$. The generalizations to HRT, FLM (1.104) and QES (1.105) formulas is immediate.

In Chapter 2, we use AdS/BCFT in the form (1.118) to explicitly construct the geometries corresponding to 1.115 , in arbitrary dimension and with arbitrary $\mu_{|B\rangle}$. Here, we can use spherical symmetry and Birkhoff's theorem to fix the metric (1.117) to be a portion of either thermal AdS or the maximally extended Schwarzschild-AdS geometry. As usual, we compare actions for the two geometries (with $\mu>\mu_{|B\rangle}$ ) and give conditions for

[^18]

Figure 1.8: Left. A boundary state black hole with constant . Right. The embedding geometry at fixed time is a wormhole cut off by a brane. The RT surface for a large subregion on the right (green) passes through the horizon and ends on the brane.
the dominance of the black hole phase, generalizing the results of [58, 59]. From (1.120), we show that for sufficiently large CFT regions $A$ and choices of $\mu_{|B\rangle}$, the extremal surface $\mathcal{X}_{A}$ falls in and hit a brane behind the horizon, as in Fig. 1.8 (right). This realizes the ambition of Fig. 1.6, and via entanglement wedge reconstruction, give us in principle access to physics behind the horizon.

### 1.3 Entanglement entropy in 2d BCFTs

We have assumed that the dual of a BCFT obeys (1.118) and (1.120), and from these assumptions, we seem to be able to peer inside black holes. But how do we know there is a classical bulk geometry whose entanglement structure is captured by the RT formula? These are questions about the microscopics of quantum gravity. In Chapter 3, we solve this problem in the tractable but nontrivial setting of a 2 d BCFT. The basic idea is to use evaluate entanglement entropy replica using the replica trick (1.102), where we recall that

$$
S[A]=\lim _{n \rightarrow 1} S_{A}^{(n)}=\lim _{n \rightarrow 1} \frac{1}{n-1} \log \operatorname{Tr}\left[\rho_{A}^{n}\right]
$$

for the $n$-Rényi entropies $S_{A}^{(n)}$, related to the partition functions $Z^{(n)} \sim \operatorname{Tr}\left[\rho_{A}^{n}\right]$ on a $n$ replicated CFT manifold $M^{(n)}$.

Evaluating these replica partition functions explicitly is impossible in higher dimensions. But in a 2d CFT, the replica geometry can be "mocked up" by local operators called $t$ wists $\Phi_{n}$, implementing the cyclic boundary conditions which define the replica [62, 63].

We give an example in Fig. 1.9 (left). The Rényi entropy is then just a correlator of twists. Hartman [65] performs the replica calculation in a 2d CFT without boundary, explicitly matching the predictions of the RT formula given the assumption of large central charge and a sparse spectrum of primary operators. Chapter 3 repeats these steps for a 2d BCFT.


Figure 1.9: Left. The entanglement entropy of an interval computed by a correlator of dark green twists. Middle. Doubling the twists in an auxiliary CFT, with two OPE channels. Right. The corresponding RT surfaces in the bulk.

In more detail, we first note that the Euclidean correlator

$$
\begin{equation*}
\langle B(\beta)| \mathcal{O}_{1}\left(x_{1}\right) \cdots \mathcal{O}_{n}\left(x_{n}\right)|B(\beta)\rangle=\langle B| e^{-\beta \hat{H} / 4} \mathcal{O}_{1}\left(x_{1}\right) \cdots \mathcal{O}_{n}\left(x_{n}\right) e^{-\beta \hat{H} / 4}|B\rangle \tag{1.122}
\end{equation*}
$$

can be evaluated in imaginary time on a strip of height $\beta / 2$ and infinite width, with boundary conditions $|B\rangle$ on both edges [63] ${ }^{23}$ This is the image of the upper half-plane (UHP) under a conformal transformation, with a boundary at $x=0$ mapping to the edges of the strip; by conformal symmetry, we can work in this simpler geometry.

Consider a collection of $k$ intervals $A=\bigcup_{i}\left[x_{2 i}, x_{2 i+1}\right]$ on the half-plane. The $n$ Rényi entropy can be computed using the doubling trick, pictured in Fig. 1.9 (middle). This is based on the observation that the representation theory of the BCFT is equivalent to doubling the insertions and placing them in a regular CFT. In this auxiliary CFT, we define the "doubled" interval

$$
-A \cup A=\bigcup_{i}\left[x_{2 i}, x_{2 i+1}\right] \cup\left[-x_{2 i+1},-x_{2 i}\right]
$$

[^19]The usual CFT replica calculation gives

$$
\begin{equation*}
e^{(1-n) S_{A}^{(n)}}=\left\langle\prod_{i} \Phi_{n}\left(x_{2 i}\right) \bar{\Phi}_{n}\left(x_{2 i+1}\right) \Phi_{n}\left(-x_{2 i+1}\right) \bar{\Phi}_{n}\left(-x_{2 i}\right)\right\rangle_{\mathrm{UHP}} \tag{1.123}
\end{equation*}
$$

with the boundary entropy encoded into the normalization of the twists [67]. For large central charge, $c \rightarrow \infty$, and a gapped spectrum, this correlator is dominated by the exchange of the identity operator, which we can view as a virtual particle running in a cubic graph which joins insertions, i.e. a Feynman diagram for the operator product expansion like Fig. 1.9 (middle). There are different diagrams, but from a large- $c$ saddlepoint expansion, one graph will dominate. In the bulk, pictured in Fig. 1.9 (right), this corresponds to the minimal length geodesic pairing of endpoints with each other or the brane, which is precisely our modified RT formula in the limit $n \rightarrow 1$.

This is a strong consistency check in the following sense. We start by identifying the bulk dual which correctly reproduces the universal result for the entanglement entropy of a half-interval via the RT formula. The RT formula then makes some non-universal predictions about entanglement entropy. We find that, for some set of spectral conditions, we can reproduce these non-universal predictions. Our procedure thus determines the holographic BCFTs self-consistently encoded by our choice of bulk geometry and "branerelative" RT formula.

### 1.4 Information radiation

The consistency of the AdS/BCFT prescription for $d=2$ gives us confidence in the microstate construction of Chapter 2. But in two dimensions, we also have an infinitedimensional symmetry group, the Virasoro algebra (1.60), which allows us to compute the twist correlator on infinite number of conformally related backgrounds. We used this symmetry in Chapter 3 to map entanglement entropy on a strip to the upper half-plane, where the doubling trick is simplest. It will turn out that, by a different conformal transformation, we can learn about a dynamically evolving black hole spacetime.

To set the scene, recall that a black hole is periodic in imaginary time (1.85) and hence
thermal. Hawking [23] argued this is not only a curious formal analogy, but that black holes emit a blackbody spectrum of Hawking radiation from the near-horizon region, at inverse temperature given by the period. To prove this, Hawking determined ladder operators for field modes of a constant-radius observer far from the black hole $a_{\infty}, a_{\infty}^{\dagger}$, as well as the Boulware vacuum $\left|0_{\infty}\right\rangle$ annihilated by all $a_{\infty}$, and similarly for a free-falling observer near the horizon, with operators $a_{H}, a_{H}^{\dagger}$ and Kruskal vacuum $\left|0_{H}\right\rangle$. He found using the methods of Boguliobov and Valatin [68, 69] that $\left|0_{\infty}\right\rangle$ is not annihilated by the $a_{H}$, but rather obeys a canonical Einstein-Bose distribution, so the near-horizon observer sees a thermal bath of particles ${ }^{24}$

$$
\begin{equation*}
\left\langle 0_{\infty}\right| a_{H}^{\dagger}(\omega) a_{H}(\omega)\left|0_{\infty}\right\rangle=\frac{1}{e^{\beta E}-1}, \tag{1.124}
\end{equation*}
$$

where $\omega$ labels the energy of field modes. See [71] for a pedagogical review.
From far away, the black hole glows like a lump of coal. This glow is powered by the energy of the black hole itself, and in flat space, it will shrink and eventually disappear. We say that the black hole has evaporated. But suppose our black hole is formed from the collapse of a star in a pure state $|\psi\rangle_{\mathrm{i}}$. If the post-evaporation cloud of thermal radiation is in a mixed state $\rho_{\mathrm{f}}$, we have apparently violated unitarity, one of the basic principles of quantum mechanics, which states that pure states evolve to pure states via a unitary time evolution operator $U(t)$. Put differently, we cannot run time backwards on the thermal cloud using $U(-t)$ and determine what collapsed. Information has been lost from the universe, a disturbing conclusion dubbed the information paradox. Since then, physicists have struggled to rescue unitarity from the clutches of black hole thermodynamics.

We can formulate the information paradox more precisely in terms of entropy. Recall the generalized entropy (1.106), the sum of horizon area and von Neumann entropy of fields in the exterior. This is the entropy measured by a low-energy observer outside the black hole who cannot distinguish different black hole microstates. For that reason, it is also called the coarse-grained entropy $S_{\text {coarse }}$. Bekenstein and Hawking separately showed

[^20][72, 73] that even as the black hole area reduces, the entropy of emitted radiation more than compensates, in accord with the generalized second law $\mathrm{d} S_{\text {coarse }} / \mathrm{d} t \geq 0$.

But suppose we have a microscopic description of the black hole ( BH ) and radiation $(\mathrm{R})$ systems. Morally, to evade the information paradox, it must be the case that evaporation is not a truly random process, but rather a unitary (if highly chaotic) reorganization of black hole degrees of freedom into radiation which only looks random to a low-energy observer. To measure this, we define the entanglement entropy of a microscopic state of the black hole, also called the fine-grained entropy $S_{\text {fine }}$ :

$$
\begin{equation*}
S_{\mathrm{fine}}=S\left[\rho_{\mathrm{BH}}\right]=-\operatorname{Tr}\left[\rho_{\mathrm{BH}} \log \rho_{\mathrm{BH}}\right] . \tag{1.125}
\end{equation*}
$$

We expect that, if evaporation is unitary but chaotic, $S_{\text {fine }}$ will increase as the black hole becomes entangled with the radiation, and at about the halfway point, begin decreasing to zero as the system size limits the possible entanglement. This graph of the fine-grained entropy is called the Page curve, and can be proved formally by taking the unitary evolution as Haar random [74]. The information paradox can thus be restated as a homework problem: find a way to compute fine-grained entropy in gravity which gives the Page curve and not the monotonically increasing coarse-grained answer.

In principle, AdS/CFT does our homework for us, since black holes are dual to thermal states in a closed, manifestly unitary system. There are two problems with this purported resolution. First, AdS black holes do not evaporate, but are in equilibrium with the Hawking radiation bouncing back in from the boundary. Second, our sophisticated methods for calculating entropy, namely FLM (1.104) and QES (1.105), are sums of area terms and bulk entanglement entropy, and therefore appear to be computing coarse-grained rather than fine-grained entropy. In [75, 76], both problems are elegantly resolved. To make black holes evaporate, the conformal boundary of AdS/CFT is attached to a flat space reservoir into which the Hawking quanta can permanently escape. Secondly, in this setup it can be shown that the quantum extremal surface moves an $O(G)$ distance inside the horizon at late times. This is sufficient to reproduce the Page curve and other expected features of unitary evaporation. ${ }^{25}$

[^21]However, the question remains: how does the information get out when it is stuck behind a horizon? In toy models, the escape is beautifully geometrized by an emergent higher dimension. In the AMMZ model [6], a 2d black hole is dual to a 1d system, which is itself the boundary of a 2 d holographic BCFT. The BCFT thus provides a flat-space bath and 3d bulk spacetime, as in Fig. 1.10. Quantum extremal surfaces are replaced by ordinary RT surfaces in the 3d bulk which can end on the lower-dimensional black hole or a "Cardy brane", introduced by hand to model the evaporation. When the minimal surface for a half-infinite interval (Fig. 1.10, middle) hits the interior. The region of intersection is called a quantum extremal island [6], and provides a channel for the information to escape.


Figure 1.10: Left. Time slice of AMMZ [6]. Middle. At early times, the Cardy brane obstructs the minimal surface for a half-infinite region of the BCFT, so it does not include any of the black hole interior. Right. Like a lowering sluice, the Cardy brane opens up a channel to the interior.

In Chapter 4 we will discuss how to repurpose the boundary state black hole to provide a simple time-dependent black hole with explicit microscopic control. The basic idea is to map the half-plane BCFT to the plane with a disk removed, the Euclidean geometry for the thermofield double state of a half-line. Analytically continuing to real time gives a boundary theory of two half-lines, accelerating away from each other on Rindler trajectories, and joined in the 3d bulk by a brane (Fig. 1.11, left). The brane itself has causal horizons and can therefore be regarded as a black hole.

Instead of computing minimal surfaces for a single half-line, we have two symmetric half-lines, $A=(-\infty,-x] \cup[x, \infty]$, and can compute their entanglement entropy as a function of time. Although these minimal surfaces initially skirt around the interior (Fig. 1.11, bottom right), they inevitably transition to form an island (Fig. 1.11, top right). Even though there is no energy loss, there is neverthless a dynamical transition in the entanglement wedge to include a portion of the interior, a phenomenon we call information
radiation. We also consider a genuinely evaporating example, built from a more complicated BCFT model, which exhibits qualitatively similar behaviour.


Figure 1.11: Left. A BCFT with boundaries on accelerating Rindler trajectories. Right. The formation of an island, with the same coloring scheme as Fig. 1.10 .

### 1.5 Tasks with branes

It seems that, once the extremal surface falls into the horizon, a channel forms in the higher-dimensional bulk, allowing information to escape. But how can information actually travel through this channel? One way to make this sharp is to consider a class of bulk scattering problems called quantum tasks [77, 78]. The basic idea is to consider a distributed quantum computation in the CFT. Information-theoretic constraints on the achievability of these tasks can teach us about the bulk spacetime. Conversely, the bulk strategies suggest that there are quantum algorithms for these computations which dramatically outperform the state-of-the-art.

In Chapter 5, we will consider a distributed computation naturally associated to a CFT with boundary. A CFT observer starting at the call point $C$ is require to determine the boundary condition $g_{q} \in\left\{g_{0}, g_{1}\right\}$, and send the bit $q$ to two return points $R_{1}$ and $R_{2}$ on the CFT boundary ${ }^{26}$ We work in the Lorentzian BCFT on an interval so that we can have return points on opposite edges. There are two strategies for a boundary observer. The naive strategy is simply to travel to the boundary, determine $g_{q}$, and then if causality

[^22]allows it, send $q$ to the call points. We show a case where strategy is viable in Fig. 1.12 (left), with red lines indicating the path of the observer and their messages.

Define the decision region as the intersection of the future light cone of $C$ and past light cone of the call points, all on the boundary:

$$
\begin{equation*}
\hat{\mathcal{V}}=\hat{J}^{+}(C) \cap \hat{J}^{-}\left(R_{1}\right) \cap \hat{J}^{-}\left(R_{2}\right) . \tag{1.126}
\end{equation*}
$$

This is the domain of dependence of a boundary region $A$, shown in Fig. 1.12. The "boundary-local" approach will work when $\hat{\mathcal{V}}$ (or equivalently $A$ ) intersects the CFT boundary. But even when it doesn't, the task can still be achieved with sufficient amounts of entanglement, as shown formally (in a slightly different setting) in [80]. Here, the entanglement is between $\hat{\mathcal{V}}$ and the boundary itself, ${ }^{27}$ as depicted in Fig. 1.12 (right). In the context of holography, we can ask about the duals of these strategies. Heuristically, we expect that the boundary-local strategy corresponds to an observer with control of the causal wedge, and the entanglement-based strategy to the entanglement wedge.


Figure 1.12: Left. A marginally viable boundary-local strategy. Right. With sufficient entanglement between the decision region $\hat{\mathcal{V}}$ and the boundary, the task is still achievable even when the local strategy doesn't work.

We can make this more precise by consider a bulk-local strategy, where our BCFT has a semiclassical dual cut off by a brane. The observer starts off at the call point, but now

[^23]travels into the bulk, where they can learn the boundary condition $g_{q}$ by visiting the brane. They then propagate light rays with the value $q$ along the brane, as shown in Fig. 1.13 (left). Using methods from general relativity, we prove for arbitrary dimension and bulk matter that, if the bulk-local strategy is viable, then the entanglement wedge $\Xi_{A}$ intersects the brane, where as above, $A$ is any Cauchy slice of the decision region $\hat{\mathcal{V}}$. This is precisely what we expect from entanglement wedge reconstruction ${ }^{28}$ This situation is shown in Fig. 1.13 (middle lower). Taking the contrapositive, if $\Xi_{A}$ is not connected (Fig. 1.13, middle upper), the bulk-local strategy does not work.


Figure 1.13: Left. The bulk-local strategy. Middle. The bulk local strategy works only if the entanglement wedge of $\hat{\mathcal{V}}$ is attached to the brane. Right. Applying the theorem in reverse for lower-dimensional black holes connects islands to bulk signal propagation.

Our results provide insight into the role of islands as channels for information escape. Focusing on the kinematics of bulk scattering, we can run our main result in reverse. Suppose that the return points generate the horizons of a black hole on the brane itself, and the CFT acts as our auxiliary flat space into which information can escape, in a similar spirit to Chapter 4. Consider a call point $C$ in the future of both $R_{1}$ and $R_{2}$. We can form a time-reversed decision region $\hat{\mathcal{V}}$, and find that if a signal can travel through the bulk from the "bifurcation point" on the brane to $C$, then the entanglement wedge for $\hat{\mathcal{V}}$ attaches to the brane, as shown in Fig. 1.13 (right). Put simply, if information can

[^24]propagate causally through the higher dimension to $C$, the associated decision region has an island. This provides a sharp relation between islands and signal propagation in the higher-dimensional bulk.

### 1.6 Looking for a brane

In Chapter 3, we investigate microscopic conditions which ensure the Ryu-Takayagani formula holds for the bulk dual of 2d BCFT. This is what lets us peer behind the horizon in the boundary microstates of Chapter 2, and track information radiation in the dynamic black holes of Chapter 4 . We also use this in Chapter 5 to explore the connection between islands and bulk signal propagation. But the propagation of bulk signals does not obviously follow from the same microscopic properties as entanglement. To see why, note that we can recast our quantum task as a correlator $\left\langle\mathcal{O}\left(R_{1}\right) \mathcal{O}\left(R_{2}\right) \mathcal{O}(C)\right\rangle$ for some operator $\mathcal{O}$. superposition of frequencies, shoot them into the bulk, and expect singularities when there is a bulk scattering vertex [82]. This is manifest in the bulk picture, but unexpected from a pure BCFT perspective. We would like to understand what this tells us about the BCFT.

In fact, there are singularities in this three-point function since the $R_{i}$ lie on the edge, and it is simpler to consider the two-point function

$$
\begin{equation*}
\langle\mathcal{O}(C) \mathcal{O}(R)\rangle, \tag{1.127}
\end{equation*}
$$

with a single return point $R$ in the CFT interior. This is pictured in Fig. 1.14 (left). Although a single return point does not have all the information-theoretic properties of the task in Chapter $55^{29}$ it is still a nontrivial quantum task (start at $C$, determine $q$, send to $R$ ) where bulk-local strategies work when boundary-local ones do not, or equivalently, where there can be "surprise" singularities in the BCFT.

From the doubling trick, we expect the kinematics to be similar to a 4 -point function in a full CFT, as in Fig. 1.14 (right). The suprise singularities in this correlator were

[^25]

Figure 1.14: Left. A simple quantum task, with bulk scattering vertex on the brane. Right. The analogous correlator without a brane.
studied by Heemskerk, Polchinski, Penedones and Sully (HPPS) [17], who established the conditions listed at the end of $\$ 1.1 .3$ for a CFT with semiclassical bulk dual. In particular, these conditions guarantee sub-AdS locality, with the 4-point function exhibiting "suprise" singularities in bulk perturbation theory. Hartman [65] found that these same conditions guaranteed the RT formula (1.101) in a 2d CFT. Maldacena, Simmons-Duffin and Zhiboedov [83] reconsidered the problem. They used the apparent bulk singularties to place microscopic constraints on the spectrum and OPE coefficients appearing in the 4-point function. They also argued that at finite $N$, the "surprise" singularities should be smeared out into resonances, and were able to prove this rigorously in a 2d CFT.

Taking inspiration from [17, 83], in Chapter 6 we initiate the study of microscopic constraints on holographic BCFTs dual to spacetimes with geometric branes. In particular, using the sliced metric (1.117) and solutions (1.10) on each $\mathrm{AdS}_{d}$ slice, we are able to constrain the boundary operator spectrum in a fashion analogous to [83]. We find that, in order to have a "surprise" singularity in the BCFT correlator $\langle\mathcal{O}(R) \mathcal{O}(C)\rangle$, we need unrelated constraints for each boundary primary. Each boundary operator can backreact on the brane in different ways, and we need to tune them separately to prevent a breakdown of the geometry. This suggests that bulk causal structure is fragile, and BCFTs with good holographic duals are non-generic in the space of boundary states. Similarly, even when these conditions are satisfied we do not expect true singularities at finite $N$, a fact we are able to prove for 2d BCFTs.

Finally, unlike a CFT, the conditions required for Lorentzian bulk causal structure with a brane seem unrelated to constraints on entanglement entropy. This makes sense if we view entanglement entropy as arising from the behaviour of the bulk/boundary identity operator (and its descendants), as discussed in Chapter 3, and causal structure as an independent alignment of high-energy boundary primaries so as not to backreact on the geometry in different ways. Although symmetries (specifically, the conformal bootstrap program for boundary CFTs [84]) relate the high and low energy spectrum, these do not appear to be sufficiently constraining to guarantee a good bulk brane from conditions on entanglement entropy.

This does not negate the results of earlier chapters. We already know that CFTs with semiclassical duals are non-generic in the space of CFTs (even at large $N$ ), and boundary states in a given CFT are non-generic in the space of boundary conditions. The combination of the two-boundary states with semiclassical duals-is unsurprisingly non-generic in the space of boundary states. This does not make our results invalid, any more than the non-genericity of holographic CFTs makes AdS/CFT invalid. And like AdS/CFT, these special boundary states give us a framework in which some of the problems of quantum gravity and black holes may be profitably, and explicitly, addressed. However, we must bear in mind that they are atypical, and more work is required to understand the full structure of the black hole Hilbert space.

## Chapter 2

## Boundary Microstates

### 2.1 Introduction

In this chapter, following [85] and [86], we will explore the possibility that for certain CFT states, the corresponding black hole geometry is captured by the Penrose diagram in Fig. 2.1. Here, the geometry on the right side is the AdS-Schwarzschild black hole exterior. On the left, instead of the full second asymptotic region that would be present in the maximally extended black hole geometry, we have a finite region terminating on an end-of-the-world (ETW) brane (shown in red in Fig. 2.1. In the microscopic description, this brane could involve some branes from string/M theory theory or could correspond to a place where the spacetime effectively ends due to a degeneration of the internal space (as in a "bubble of nothing" geometry [87]).

The basic strategy will be to take a boundary state, roughly speaking an $\mathrm{SO}(d+1,1)$ invariant state of a CFT, and evolve it in Euclidean time. We then analytically continue from a moment-of-time symmetry to obtain a Lorentzian black hole. We call these configurations boundary microstates, since they provide a microscopic description of a state of a black hole, i.e. with some exterior Schwarzschild geometry.

The chapter is structured as follows:

- In the remainder of $\$ 2.1$, we introduce some background material on black holes and AdS/BCFT in higher dimensions.


Figure 2.1: Penrose diagram for spacetimes associated with boundary microstates for black holes. The spacetime terminates on the left with an ETW brane (shown in red on the left).

- In $\$ 2.2$, we discuss the construction of boundary microstates from the perspective of the Euclidean path integral on a cylinder. We derive an equation of motion for the ETW brane, and compute the analogue of the Hawking-Page transition between the thermal geometry and Schwarzschild black hole. We provide explicit solutions for the brane trajectories in $d=2$.
- In $\$ 2.3$, we discuss entanglement entropy in boundary microstates, and show that for a suitably large interval, the RT surface falls through the horizon and intersects the brane. This grants us in-principle access to physics behind the horizon. Again, we compute the results explicitly for $d=2$.
- In $\S 2.4$, we point out a Rindler analogue of our construction in $2+1$ dimensions, where the maximally extended black hole geometry is replaced with empty AdS space divided into complementary Rindler wedges and the microstates are particular states of a CFT on a half-sphere with BCFT boundary conditions.
- Finally, $\$ 2.5$ discusses various open questions about this construction.


Figure 2.2: (a) The AdS/CFT correspondence, with an asymptotically AdS bulk $M_{\text {AdS }}$ and an asymptotic boundary $N_{\mathrm{CFT}}=\partial M_{\text {AdS }}$. (b) The AdS/BCFT correspondence. We add a boundary to the CFT, whose holographic "image" is the ETW brane $Q$.

### 2.1.1 AdS/BCFT in general dimensions

Consider a $d$-dimensional Euclidean CFT on $\mathbb{R}^{d}=\left\{\left(\tau, x_{1}, \ldots, x_{d-1}\right)\right\}$, with conformal symmetry group $\mathrm{SO}(d+1,1)$. If we place a boundary at $\tau=0$ and restrict the CFT to the half-space $\tau>0$, we obtain a boundary conformal field theory (BCFT) with symmetry group $\mathrm{SO}(d, 1)$, since conformal symmetry is only broken in the $\tau$ direction [88, 89]. Similarly, we can start with a finite temperature $\mathrm{CFT}(T=1 / \beta)$ on $\mathbb{R}^{d-1} \times \mathbb{S}_{\beta}^{1}$, and obtain a BCFT by restricting to a subinterval of the thermal circle. Once again, this breaks the symmetry to $\mathrm{SO}(d, 1)$. A boundary state is just a state of the BCFT preserving the remaining $\mathrm{SO}(d, 1)$-symmetry.

An important motivation for AdS/CFT is that the symmetries on both sides match, with the conformal symmetry group $\mathrm{SO}(d+1,1)$ equal to the isometry group of $\operatorname{AdS}_{d+1}$. By analogy, we expect that a boundary state will be dual to a codimension-1 object with $\mathrm{SO}(d, 1)$-symmetry, as proposed in [90] and [59, 91]. Different boundary states will give rise to different stress-energy content on the brane (to be discussed below), while the interior of the CFT will be dual to the interior of an asymptotically AdS spacetime, as per usual. For simplicity, the physics of this boundary was modelled by an ETW brane, as depicted in Fig. 2.2.

The physics of the bulk spacetime and ETW brane can be encoded in an action $I=$ $I_{\text {bulk }}+I_{\mathrm{ETW}}$. The first term $I_{\text {bulk }}$ is the usual Einstein-Hilbert term, regularized by a

Gibbons-Hawking term at the asymptotic boundary:

$$
\begin{equation*}
I_{\text {bulk }}=-\frac{1}{16 \pi G} \int_{M_{\text {AdS }}} \mathrm{d}^{d+1} x \sqrt{-g}(R-2 \Lambda)+I_{\text {bulk }}^{\text {mater }}+I_{\mathrm{GHY}} \tag{2.1}
\end{equation*}
$$

The action on the ETW brane $Q$ is a Gibbons-Hawking term, but for a dynamical boundary metric:

$$
\begin{equation*}
I_{\mathrm{ETW}}=-\frac{1}{8 \pi G} \int_{Q_{\mathrm{ETW}}} \mathrm{~d}^{d} y \sqrt{-h} K+I_{\mathrm{ETW}}^{\text {matter }} \tag{2.2}
\end{equation*}
$$

where $y^{a}$ are intrinsic coordinates on the brane, $h_{a b}$ is the intrinsic brane metric, and $K_{a b}$ is the extrinsic curvature.

More precisely,

$$
\begin{equation*}
K_{a b}=n_{\mu ; \nu} e_{a}^{\mu} e_{b}^{\nu}, \quad K=K_{a b} h^{a b} \quad e_{a}^{\mu}=\frac{\partial x^{\mu}}{\partial y^{a}} . \tag{2.3}
\end{equation*}
$$

Stress-energy on the brane is defined as the variational derivative of the brane matter action with respect to the intrinsic metric:

$$
\begin{equation*}
T_{a b}^{\mathrm{ETW}}=\frac{2}{\sqrt{-h}} \frac{\delta I_{\mathrm{ETW}}^{\text {matter }}}{\delta h^{a b}} . \tag{2.4}
\end{equation*}
$$

Varying with respect to $g^{\mu \nu}$ and $h^{a b}$ [58], we obtain Einstein's equation in the bulk and the Neumann condition on the brane:

$$
\begin{align*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu} & =8 \pi G T_{\mu \nu}^{\mathrm{bulk}}-\Lambda g_{\mu \nu}  \tag{2.5}\\
K_{a b}-K h_{a b} & =8 \pi G T_{a b}^{\mathrm{ETW}} \tag{2.6}
\end{align*}
$$

We will focus on branes of constant tension $T$ (or equivalently, constant extrinsic curvature), where $T$ is defined by

$$
\begin{equation*}
8 \pi G T_{a b}^{\mathrm{ETW}}=\frac{(1-d)}{L_{\mathrm{AdS}}} T h_{a b}, \tag{2.7}
\end{equation*}
$$

where the prefactor on the right hand side is chosen for convenience.

For general holographic BCFTs, we expect that the boundary action would be more complicated; it could include general terms involving intrinsic and extrinsic curvatures, sources for various bulk fields, and additional fields localized to the boundary. However, for this this chapter, we will focus on studying the simple one-parameter family of models as proposed in [90, 59].

Tension is a "phenomenological" parameter, but is related to the central charges of the BCFT. We can see this most explicitly for $d=2$. Recall the boundary entropy $g$ which appears in the expression for the vacuum entanglement entropy (1.119). Using the holographic prescription, [59] computed both the disk partition function and the entanglement entropy for intervals on a half line, showing that in both cases, the holographic calculation matches with the CFT result if the tension parameter is related to the boundary entropy by

$$
\begin{equation*}
g=\frac{L_{\mathrm{AdS}}}{4 G} \operatorname{arctanh}\left(L_{\mathrm{AdS}} T\right) \tag{2.8}
\end{equation*}
$$

Thus, larger values of the tension correspond to larger boundary entropy, or more degrees of freedom associated with the boundary. We expect that this qualitative relationship also holds in higher dimensions.

### 2.1.2 Schwarzschild AdS black holes

Eternal AdS black holes are dual to thermal states of the CFT [24]. In $d+1$ dimensions, the Schwarzschild-AdS metric $\left(\operatorname{SAdS}_{d+1}\right)$ in Schwarzschild coordinates is

$$
\begin{align*}
& \mathrm{d} s^{2}=-f(r) \mathrm{d} t^{2}+\frac{\mathrm{d} r^{2}}{f(r)}+r^{2} \mathrm{~d} \Omega_{d-1}^{2}  \tag{2.9}\\
& f(r)=1+\frac{r^{2}}{L_{\mathrm{AdS}}^{2}}-\frac{\mu}{r^{d-2}} \tag{2.10}
\end{align*}
$$

for AdS radius $L_{\mathrm{AdS}}$ and horizon radius $r_{H}$ obeying $f\left(r_{H}\right)=0$. For $d+1=3$, the parameter $\mu=1+\left(r_{H} / L_{\mathrm{AdS}}\right)^{2}$, but in higher dimensions

$$
\begin{equation*}
\mu=r_{H}^{d-2}\left(\frac{r_{H}^{2}}{L_{\mathrm{AdS}}^{2}}+1\right) \tag{2.11}
\end{equation*}
$$

Smoothness of the geometry relates $r_{H}$ and the Hawking temperature $1 / \beta$ :

$$
\begin{equation*}
\beta=\frac{4 \pi}{\left|f^{\prime}\left(r_{H}\right)\right|}=\frac{4 \pi r_{H} L_{\mathrm{AdS}}^{2}}{(d-2) L_{\mathrm{AdS}}+d r_{H}^{2}} \tag{2.12}
\end{equation*}
$$

For the moment, we set $L_{\mathrm{AdS}}=1$.
For $r \gg 1$, the "blackening factor" $f(r) \approx r^{2}$, so the metric 2.9 reduces to the Poincaré patch of empty AdS (blue wedge in Fig. 2.3). However, the maximal extension of $\operatorname{SAdS}_{d+1}$ has two such asymptotic regions. We can describe the full geometry using


Figure 2.3: The eternal AdS black hole $\operatorname{SAdS}_{d+1}$. For $d+1>3$, the singularities (in red) are "bowed in" [7]. Crossing horizons counter-clockwise results in an imaginary increment to Schwarzschild time by $\Delta \tau=\beta / 4$.
complexified Schwarzschild time $t=t_{L}+i \tau$, including this second exterior region. Each time we cross a horizon, starting in the right Poincaré patch and going around the Penrose diagram counter-clockwise, the Schwarzschild time is incremented by $-i \beta / 4$ [7]. We can think of this as thermal time evolution by $\Delta \tau=\beta / 4$.

### 2.2 Microstate geometries

In this section, we define boundary microstates and explore the dual geometries, assuming the simple constant-tension ansatz. These states were suggested and studied in the context of the SYK model by [85], and later studied directly in the context of holographic CFTs in [86]. Simple specific examples of these states and the corresponding geometries have been discussed earlier, for example in [92, 30, 65]. The microstate geometries will be time-
dependent and hence "non-equilibrium"; for a different construction of non-equilibrium microstates with geometry behind the horizon, see [93]. We will review and generalize those discussions, starting with the definition of the CFT states and then moving to the geometrical interpretation.

### 2.2.1 CFT states

The states we consider, suggested in [85], have two equivalent descriptions. First, consider the thermofield double state of two CFTs (on $\mathbb{S}^{d}$ ),

$$
\begin{equation*}
\left|\Psi_{\mathrm{TFD}}^{\beta}\right\rangle=\frac{1}{Z[\beta]} \sum e^{-\beta E_{i} / 2}\left|E_{i}\right\rangle_{L} \otimes\left|E_{i}\right\rangle_{R} \tag{2.13}
\end{equation*}
$$

For high enough temperatures, this corresponds to the maximally extended AdS-Schwarzschild black hole geometry [30]. Now consider projecting this state onto some particular pure state $|B\rangle$ of the left CFT. This could be the result of measuring the state on the left. We will be more specific about the pure state $|B\rangle$ later on. The result is a pure state of the right CFT given by

$$
\begin{equation*}
\left|\hat{\Psi}_{B}^{\beta}\right\rangle=\frac{1}{Z[\beta]} \sum e^{-\beta E_{i} / 2}\left\langle B \mid E_{i}\right\rangle\left|E_{i}\right\rangle \tag{2.14}
\end{equation*}
$$

We can think of this state as the result of measuring the state of the left CFT. If this measurement corresponds to looking at the state of local (UV) degrees of freedom, we might expect that the effects on the corresponding geometry propagate inwards causally (forward and backward, since we will be considering time-symmetric states) from near the left boundary, so that the geometry retains a significant portion of the second asymptotic region. This motivates considering states $|B\rangle$ with no long-range entanglement.

We can also consider a closely related state $\left|\Psi_{B}^{\beta}\right\rangle$ obtained by complex conjugation of the coefficients in the superposition,

$$
\begin{aligned}
\left|\Psi_{B}^{\beta}\right\rangle & =\frac{1}{Z[\beta]} \sum e^{-\beta E_{i} / 2}\left\langle E_{i} \mid B\right\rangle\left|E_{i}\right\rangle \\
& =\frac{1}{Z[\beta]} \sum e^{-\beta E_{i} / 2}\left|E_{i}\right\rangle\left\langle E_{i} \mid B\right\rangle
\end{aligned}
$$


|B $\rangle$
Figure 2.4: Path integral description of black hole microstates $\left|\Psi_{B}^{\beta}\right\rangle$.

$$
\begin{equation*}
=\frac{1}{Z[\beta]} e^{-\beta H / 2}|B\rangle \tag{2.15}
\end{equation*}
$$

We recall that the operation $\left|\hat{\Psi}_{B}^{\beta}\right\rangle \rightarrow\left|\Psi_{B}^{\beta}\right\rangle$ is anti-linear and anti-unitary and corresponds to the operation of time-reversal. For example, given any Hermitian $\mathcal{O}$ we have that

$$
\begin{equation*}
\left\langle\Psi_{B}^{\beta}(t)\right| \mathcal{O}\left|\Psi_{B}^{\beta}(t)\right\rangle=\left\langle\hat{\Psi}_{B}^{\beta}(-t)\right| \mathcal{O}\left|\hat{\Psi}_{B}^{\beta}(-t)\right\rangle . \tag{2.16}
\end{equation*}
$$

In our case, we will consider states which are time-reversal symmetric, so the two definitions are equivalent.

We see from 2.15 that the states $\left|\Psi_{B}^{\beta}\right\rangle$ correspond to starting from a state $|B\rangle$ and having a finite amount of Euclidean evolution. These states are naturally defined by a Euclidean path integral as shown in Fig. 2.4. Since the CFT path integral for holographic theories maps onto the gravity path integral, we will be able to make use of the AdS/CFT correspondence to deduce the corresponding geometries if we can choose states $|B\rangle$ for which we can understand a gravity prescription for dealing with the boundary condition at the initial Euclidean time.

### 2.2.2 Euclidean geometries

This CFT path integral is the key to constructing the microstates of interest. For a holographic CFT, we can compute the correlator gravitationally using the extrapolate dictionary [94] as a limit of bulk correlators in a Euclidean geometry with boundary $\mathbb{S}^{d-1} \times$
$\left[-\tau_{0}, \tau_{0}\right]$. The appropriate bulk geometry is determined by extremizing the gravitational action with appropriate boundary terms for the ETW brane. This geometry is time-reversal symmetric if we insert operators at $\tau=0$ (or symmetrically around it). To find the Lorentzian geometry associated with our state, we take the $\tau=0$ bulk slice as the initial data for our Lorentzian solution (which will also be time-reversal symmetric), also known as the Skenderis-van Rees prescription [20].

From the AdS/BCFT correspondence described above, we expect the bulk geometry dual to the Euclidean path integral to be an asymptotically AdS spacetime, with a dynamical ETW brane that forms an extension of the CFT boundary into the bulk. We wrote the equations of motion with a dynamical brane above, (2.5) and (2.6), with the constant tension condition 2.7 . Since the boundary states obeys $\operatorname{SO}(d, 1)$ symmetry, so does the ETW brane, and in particular it is spherically symmetric. The bulk geometry is also spherically symmetric, with some emergent radial direction $r$, and we can assume the Euclidean geometry of the brane depends only on $r$ and the Euclidean time $\tau$ [91].


Figure 2.5: Euclidean gravity solutions "filling in" the boundary geometry. The phase with a connected ETW brane configuration (left), dominant for small $\beta$, is a Euclidean black hole geometry, while the disconnected brane (right) is thermal AdS.

Since the boundary is disconnected, there are two options for the topology of the ETW brane, a connected and a disconnected brane, depicted in Fig. 2.5. In fact, from spherical symmetry and Birkhoff's theorem, there are two possible bulk geometries: a Schwarzschild-AdS black hole, and thermal AdS, which is simply pure AdS with a periodic Euclidean time. There is a Hawking-Page phase transition between them depending on their Euclidean action, which we will compute explicitly in a moment [25, 91, 59].

Before moving onto the technicalities, we can in fact identify the topologies of Fig. 2.5 with geometries based on simple physical considerations. Since tension is essentially energy density, the energetic cost of a brane is proportional to its area. Thus, the connected phase will be favoured for "short" cylinders, corresponding to high temperatures, and hence the black hole phase. Similarly, the disconnected phase wil be favoured for "long" cylinders, which are at low temperatures and hence thermal AdS.

The approach to finding the brane trajectory is the same in both phases, and we outline the calculation briefly. It will turn out that both the Euclidean black hole and thermal AdS have metrics of the form

$$
\begin{equation*}
\mathrm{d} s^{2}=f(r) \mathrm{d} \tau^{2}+\frac{\mathrm{d} r^{2}}{f(r)}+r^{2} \mathrm{~d} \Omega_{d-1}^{2} \tag{2.17}
\end{equation*}
$$

for some function $f(r)$ and spherical coordinates

$$
\begin{equation*}
\mathrm{d} \Omega_{d-1}^{2}:=\sum_{i} \vartheta_{i}\left(\mathrm{~d} \theta^{i}\right)^{2} \tag{2.18}
\end{equation*}
$$

with $\vartheta_{i}$ functions of the angular variables $\theta^{i}$, satisfying $\sum_{i} \vartheta_{i}^{2}=1$. If we parameterize our brane embedding by $r(\tau)$, the induced metric is

$$
\mathrm{d} s_{\mathrm{ETW}}^{2}=\left[f(r)+\frac{r^{\prime 2}}{f(r)}\right] \mathrm{d} \tau^{2}+r^{2} \mathrm{~d} \Omega_{d-1}^{2},
$$

where $r^{\prime}=\mathrm{d} r / \mathrm{d} \tau$. We set $L_{\text {AdS }}=1$ in the rest of the derivation.
For intrinsic coordinates $y^{a}:=(\tau, \vec{\theta})$, we can immediately read off $h_{i i}=r^{2} \vartheta_{i}$. The unit normal is

$$
\begin{equation*}
n_{\mu}=\gamma\left(r^{\prime}, 1, \overrightarrow{0}\right), \quad \gamma:=\sqrt{\frac{f(r)}{f(r)^{2}+r^{\prime 2}}} \tag{2.19}
\end{equation*}
$$

The $i i$ component of the extrinsic curvature is

$$
\begin{equation*}
K_{i i}=n_{\mu ; \nu} e_{i}^{\mu} e_{i}^{\nu}=n_{i ; i}=\Gamma_{i i}^{\mu} n_{\mu}=\gamma r f(r) \vartheta_{i} \tag{2.20}
\end{equation*}
$$

Taking the trace of the Neumann condition (2.6) and using (2.7), we find $K=d T$. Hence,
the $i i$ component of (2.6) combined with (2.20) yields

$$
\begin{equation*}
K_{i i}=T h_{i i} \quad \Longrightarrow \quad \gamma r f(r) \vartheta_{i}=\operatorname{Tr}^{2} \vartheta_{i} . \tag{2.21}
\end{equation*}
$$

Rearranging, we deduce the equation of motion for the brane with respect to Euclidean time,

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} \tau}=\frac{f(r)}{T r} \sqrt{f(r)-T^{2} r^{2}} \tag{2.22}
\end{equation*}
$$

We now discuss the two phases in more detail, and compute their actions in order to see when the phase transition occurs.

## Black hole phase

We start with the black hole phase. We can Wick rotate the Lorentzian Schwarzchild coordinates (2.9) to obtain the Euclidean metric

$$
\begin{equation*}
\mathrm{d} s^{2}=f(r) \mathrm{d} \tau^{2}+\frac{\mathrm{d} r^{2}}{f(r)}+r^{2} \mathrm{~d} \Omega_{d-1}^{2}, \quad f(r)=1+\frac{r^{2}}{L_{\mathrm{AdS}}^{2}}-\frac{\mu}{r^{d-2}}, \tag{2.23}
\end{equation*}
$$

with $\mu=1+\left(r_{H} / L_{\mathrm{AdS}}\right)^{2}$ in $d=2$, and for $d>2$,

$$
\mu=r_{H}^{d-2}\left(\frac{r_{H}^{2}}{L_{\mathrm{AdS}}^{2}}+1\right)
$$

Solutions of (2.22) that are symmetric about $\tau=0$ will have $\mathrm{d} r / \mathrm{d} \tau=0$ for $\tau=0$, with $r$ equal to some minimum value $r_{0}$ determined in terms of $T$ and $r_{H}$ by

$$
\begin{equation*}
f\left(r_{0}\right)=T^{2} r_{0}^{2} \tag{2.24}
\end{equation*}
$$

This gives the maximum ETW brane radius in the Lorentzian solution. As we increase $T$, the ratio $r_{0} / r_{H}$ increases monotonically from 1 at $T=0$. In $d=2$, we have simply

$$
\begin{equation*}
\frac{r_{0}}{r_{H}}=\frac{1}{\sqrt{1-T^{2}}} \tag{2.25}
\end{equation*}
$$



Figure 2.6: Euclidean geometry associated with a $T>0$ state. Left. ETW brane trajectory on $r, \tau$ plane, with $r=r_{H}$ at the center and $r=\infty$ represented as the boundary of the disk. We have a $S^{d}$ of radius $r$ associated with each point. Right. Spatial geometry fixed by time-reflection symmetry (blue dashed line on the left). This provides the initial data for the Lorentzian solution.
while in higher dimensions, we will see below that this ratio reaches a finite maximum value. Integrating (2.22), the brane locus obeys

$$
\begin{equation*}
\tau(r)=\int_{r_{0}}^{r} \mathrm{~d} \hat{r} \frac{T \hat{r}}{f(\hat{r}) \sqrt{f(\hat{r})-T^{2} \hat{r}^{2}}} . \tag{2.26}
\end{equation*}
$$

A typical solution for $T>0$ is depicted in Fig. 2.6. On the left, the full disk represents the $r, \tau$ coordinates of the Euclidean Schwarzschild geometry, with $r$ ranging from $r_{H}$ at the center to infinity at the boundary. We have an $\mathbb{S}^{d}$ of radius $r$ associated with each point. The ETW brane bounds a portion of the spacetime (shaded) that gives the Euclidean geometry associated with our state. This has a time-reflection symmetry about the horizontal axis. The invariant co-dimension one surface (blue dashed line) gives the $t=0$ geometry (depicted on the right) that we will analytically continue to obtain the associated Lorentzian solution In this picture, the minimum radius sphere corresponds to the black hole horizon, so we see that the ETW brane is behind the horizon. For $T<0$, we obtain the same trajectories, but the geometry corresponds to the unshaded part, and the ETW brane from the initial data slice is outside the horizon.

For a given $r_{H}$ and $T$, the Euclidean preparation time $\tau_{0}$ associated with the solution corresponds to half the range of $\tau$ bounded by the ETW brane at the AdS boundary. This is given explicitly by

$$
\begin{equation*}
\tau_{0}=\frac{2 \pi r_{H}}{d r_{H}^{2}+(d-2)}-\int_{r_{0}}^{\infty} \mathrm{d} r \frac{T r}{f(r) \sqrt{f(r)-T^{2} r^{2}}} \tag{2.27}
\end{equation*}
$$

For a specified tension $T$ and preparation time $\tau_{0}$, the temperature of the corresponding black hole is determined implicitly by this equation. There can be more than one pair $r_{H}$ that gives the same $\tau_{0}$ for fixed $T$, but in this case, the solution with smaller $r_{H}$ is never the minimum action solution.

For $d=2$, we find that for every value of $T$ and $r_{H}$, the ETW brane trajectory meets the boundary of the $(r, \tau)$ disc at antipodal points, so the black hole temperature is very simply related to the Euclidean preparation time,

$$
\begin{equation*}
\tau_{0}=\frac{\beta}{4}=\frac{\pi}{2 r_{H}} . \tag{2.28}
\end{equation*}
$$

In this case, the ETW brane radius on the initial data slice is

$$
\begin{equation*}
r_{0}=\frac{r_{H}}{\sqrt{1-T^{2}}}, \tag{2.29}
\end{equation*}
$$

so the region behind the horizon can become arbitrarily large as we take $T \rightarrow 1$. This is consistent with the thermalization of boundary states in $d=2$ [63].

For $d>2$ we find that Euclidean solutions in this phase exist only for a portion of the $\tau_{0}-T$ plane. In particular, we have some maximum value $T_{\max }$ above which there are no Euclidean solutions with a connected ETW brane (corresponding a black hole geometry). For $T>T_{*}\left(r_{H}\right)$, the corresponding Euclidean solutions are not sensible since the ETW brane overlaps itself, as shown on the left in Fig. 2.7. In this case, the thermal AdS geometry (with disconnected ETW branes bounding the Euclidean past and future in the Euclidean solution) is apparently the only possibility. However, it may be possible that in a more complete holographic model, repulsive self-interactions for fields on the brane prevent the trajectory from overlapping itself, as depicted in Fig. 2.7(right).


Figure 2.7: Left. Euclidean ETW brane trajectories for $d>2$ and $T_{*}\left(r_{H}\right)<T$ in the regime where the classical brane trajectory overlaps itself. Right. A possible alternative picture in a more complete holographic model with self-interactions of the ETW brane.

## Thermal AdS phase

Thermal AdS has a metric of the form (2.17), with

$$
f(r)=r^{2}+L_{\text {AdS }}^{2} .
$$

Again, we set $L_{\mathrm{AdS}}=1$. For any value of $\tau_{0}$ and $T>0$, there exists a Euclidean solution where the ETW brane has two disconnected components as shown on the right in Fig. 2.5 We can parameterize the brane embedding by $\tau(r)$ with $\tau(\infty)= \pm \tau_{0}$ for the upper and lower brane respectively. From (2.22), the brane embedding is given by

$$
\begin{equation*}
\tau(r)-\tau_{0}=\int_{r}^{\infty} \mathrm{d} \hat{r} \frac{T \hat{r}}{f(\hat{r}) \sqrt{f(\hat{r})-T^{2} \hat{r}^{2}}}, \tag{2.30}
\end{equation*}
$$

with $f(r)=r^{2}+1$. Integrating, we find (in any dimension)

$$
\begin{equation*}
\tau(r)-\tau_{0}=\operatorname{arcsinh}\left(\frac{T}{\sqrt{r^{2}+1} \sqrt{1-T^{2}}}\right) \tag{2.31}
\end{equation*}
$$

The negative $\tau$ component of the ETW brane is obtained via $\tau \rightarrow-\tau$.

## Comparing actions

In order to determine which type of solution leads to the classical geometry associated with our state for given $\left(\tau_{0}, T\right)$, we need to compare the Euclidean gravitational action for the two phases. Recall that this action is a sum of bulk and boundary contributions,

$$
\begin{equation*}
I_{E}=I_{\mathrm{bulk}}+I_{\mathrm{ETW}}=-\frac{1}{16 \pi G} \int \mathrm{~d}^{d+1} x \sqrt{g}(R-2 \Lambda)-\frac{1}{8 \pi G} \int \mathrm{~d}^{d} y \sqrt{h}(K-(d-1) T) \tag{2.32}
\end{equation*}
$$

For the solutions we consider, the bulk and boundary equations of motion (2.5), (2.6), and (2.7) imply that $R-2 \Lambda=-2 d$ and $K-(d-1) T=T$. We also note that for geometries of the form (2.17), we have

$$
\begin{equation*}
\sqrt{g}=r^{d-1} \tag{2.33}
\end{equation*}
$$

while from (2.22), the determinant of the induced metric is

$$
\begin{equation*}
\sqrt{h}= \pm \frac{1}{T} r^{d-2} f(r) \frac{\mathrm{d} \tau}{\mathrm{~d} r} \tag{2.34}
\end{equation*}
$$

where we have the + or - depending on whether $\tau$ is an increasing or decreasing function of $r$. Finally, integrating over all of space will produce infinities which we must regularize. For both phases, we will integrate up to $r=r_{\max }$, corresponding to $z=\epsilon$ in FeffermanGraham coordinates [95], then take the limit $\epsilon \rightarrow 0$ after subtracting the actions for the two phases.

Let us warm up with the pure AdS calculation. The bulk action gives

$$
\begin{equation*}
I_{\text {bulk }}=\frac{\omega_{d-1}}{8 \pi G} \int_{0}^{r_{\max }} \mathrm{d} r d r^{d-1} \cdot 2 \tau(r) \tag{2.35}
\end{equation*}
$$

where $\omega_{d-1}=\operatorname{vol}\left(\mathbb{S}^{d-1}\right)$, and $\tau(r)$ obeys 2.31 . Each component of the boundary action gives

$$
\begin{equation*}
I_{\mathrm{ETW}}=\frac{\omega_{d-1}}{8 \pi G} \int_{0}^{r_{\max }} \mathrm{d} r \frac{r^{d-2} f(r)}{\mathrm{d} r / \mathrm{d} \tau} . \tag{2.36}
\end{equation*}
$$

Combining these, we have

$$
I_{E}^{\mathrm{AdS}}=\frac{\omega_{d-1}}{4 \pi G}\left\{r_{\max }^{d} \tau\left(r_{\max }\right)+\int_{0}^{r_{\max }} \mathrm{d} r \frac{r^{d-2}}{\mathrm{~d} r / \mathrm{d} \tau}\right\}
$$

where $\mathrm{d} r / \mathrm{d} \tau$ can be read off from (2.22).
For the black hole phase, we integrate up to $r=\hat{r}_{\text {max }}$ and subtract the action for the excised part. This gives

$$
\begin{equation*}
I_{\text {bulk }}=\frac{\omega_{d-1}}{8 \pi G} \int_{r_{H}}^{\hat{r}_{\max }} \mathrm{d} r d r^{d-1} \beta-\int_{r_{0}}^{\hat{r}_{\max }} \mathrm{d} r d r^{d-1} 2 \tau(r), \tag{2.37}
\end{equation*}
$$

where $\tau(r)$ obeys 2.22, with

$$
\begin{equation*}
f(r)=r^{2}+1-\frac{r_{H}^{d-2}}{r^{d-2}}\left(1+r_{H}^{2}\right) \tag{2.38}
\end{equation*}
$$

The brane action has the same form as for pure AdS, but integrated up to $\hat{r}_{\text {max }}$. Combining everything, we get

$$
I_{E}^{\mathrm{BH}}=\frac{\omega_{d-1}}{4 \pi G}\left\{\left.\frac{\beta}{2} r^{d}\right|_{r_{H}} ^{\hat{r}_{\max }}-\left.r^{d} \tau(r)\right|_{r_{0}} ^{\hat{r}_{\max }}-\int_{r_{0}}^{\hat{r}_{\max }} \mathrm{d} r \frac{\left(r^{d-2} f(r)-r^{d}\right)}{\mathrm{d} r / \mathrm{d} \tau}\right\} .
$$

In order to compare the actions, we choose both $r_{\text {max }}$ and $\hat{r}_{\text {max }}$ to each correspond to the surface $z=\epsilon$ in Fefferman-Graham coordinates. The $z$ coordinate is related to the $r$ coordinate by

$$
\begin{equation*}
\frac{\mathrm{d} z}{z}=\frac{\mathrm{d} r}{\sqrt{f(r)}} \tag{2.39}
\end{equation*}
$$

with the integration constant fixed by demanding that $r \sim 1 / z$ at leading order for small $z$. For the pure AdS case, this gives in any dimension

$$
\begin{equation*}
r_{\max }=\frac{1}{\epsilon}-\frac{\epsilon}{4} \tag{2.40}
\end{equation*}
$$

while the expression for the Euclidean black hole depends on the dimension. For $d=2$,


Figure 2.8: Critical value of $\tau_{0}$ vs $T$ for $d=2$.
for instance, we have

$$
\begin{equation*}
\hat{r}_{\max }^{d=2}=\frac{1}{\epsilon}+\frac{\pi^{2} \epsilon}{16 \tau_{0}^{2}}+O\left(\epsilon^{3}\right) . \tag{2.41}
\end{equation*}
$$

For any choice of $d$, we can evaluate the difference

$$
\begin{equation*}
\Delta I_{E}=I_{E}^{\mathrm{AdS}}\left(T, \tau_{0}, \epsilon\right)-I_{E}^{\mathrm{BH}}\left(T, \tau_{0}, \epsilon\right) \tag{2.42}
\end{equation*}
$$

and take the limit $\epsilon \rightarrow 0$ in order to determine which solution has smaller action and gives rise to the classical geometry associated with the state.

Since this difference does not have a simple expression for general $d$, we will content ourselves with an example. For $d=2$, we can plug in the explicit formulas for $\tau(r)$ and $\mathrm{d} r / \mathrm{d} \tau$ to obtain

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left(I_{E}^{\mathrm{AdS}}\left(T, \tau_{0}, \epsilon\right)-I_{E}^{\mathrm{BH}}\left(T, \tau_{0}, \epsilon\right)\right)=\frac{1}{2 G}\left[-\operatorname{arctanh}(T)-\frac{\tau_{0}}{2}+\frac{\pi^{2}}{8 \tau_{0}}\right] . \tag{2.43}
\end{equation*}
$$

Thus, our states (for a CFT on a unit circle) correspond to bulk black holes when

$$
\begin{equation*}
\tau_{0}<-\operatorname{arctanh}(T)+\sqrt{\frac{\pi^{2}}{4}+\operatorname{arctanh}^{2}(T)} \tag{2.44}
\end{equation*}
$$

This phase boundary is shown in Fig. 2.8. Our result agrees with the calculation of [58] (reinterpreted for our context).

### 2.2.3 Lorentzian geometries

To find the Lorentzian geometries associated with our states, we use the $\tau=0, \pi$ slice of the Euclidean geometry as initial data for Lorentzian evolution. The resulting geometry is a portion of the maximally extended black hole geometry, with one side truncated by a dynamical ETW brane. These Lorentzian geometries parallel earlier results on domain walls and thin shells in AdS [96, 7, 97] $]^{1}$ For $T>0$, we will see that the brane emerges from the past singularity, expands into the second asymptotic region and collapses again into the future singularity. For $T<0$ we have an equivalent ETW brane trajectory but on the other side of the black hole, so that the brane emerges from the horizon, enters the right asymptotic region, and falls back into the horizon.

Using Schwarzschild coordinates to describe the portion of the ETW brane trajectory in one of the black hole exterior regions, the brane locus is given by the analytic continuation of the Euclidean trajectory. To achieve this, we simply set $\tau=-i t$. We can absorb this into the square root in (2.22), so it becomes

$$
\begin{equation*}
\frac{\mathrm{d} r}{\mathrm{~d} t}=\frac{f(r)}{T r} \sqrt{T^{2} r^{2}-f(r)} \tag{2.45}
\end{equation*}
$$

Integrating gives

$$
\begin{equation*}
t(r)=\int_{r_{0}}^{r} \mathrm{~d} \hat{r} \frac{T \hat{r}}{f(\hat{r}) \sqrt{T^{2} \hat{r}^{2}-f(\hat{r})}} . \tag{2.46}
\end{equation*}
$$

For example, in $d=2$, we obtain

$$
\begin{equation*}
\cosh \left(t r_{H}\right) \sqrt{\frac{r^{2}}{r_{H}^{2}}-1}=\frac{T}{\sqrt{1-T^{2}}} \tag{2.47}
\end{equation*}
$$

To understand the behaviour of the brane in the full spacetime, it is convenient to

[^26]rewrite the equation in terms of the proper time $\lambda$ on the brane, related to Schwarzschild time by
\[

$$
\begin{equation*}
\frac{\mathrm{d} t}{\mathrm{~d} \lambda}=\gamma=\sqrt{\frac{f(r)}{f(r)^{2}-\dot{r}^{2}}} \tag{2.48}
\end{equation*}
$$

\]

We then find that the coordinate-independent equation of motion for the brane relating the proper radius $r$ to the proper time $\lambda$ is simply

$$
\begin{equation*}
\dot{r}^{2}=T^{2} r^{2}-f(r), \tag{2.49}
\end{equation*}
$$

where now the dot indicates a derivative with respect to proper time. In terms of $L=$ $\log (r)$, this becomes simply

$$
\begin{equation*}
\dot{L}^{2}+V(L)=T^{2} \tag{2.50}
\end{equation*}
$$

where

$$
\begin{equation*}
V(L)=\frac{f(r)}{r^{2}}=1+e^{-2 L}-e^{-d\left(L-L_{H}\right)}\left(1+e^{-2 L_{H}}\right) \tag{2.51}
\end{equation*}
$$

So the trajectory $L(\lambda)$ is that of a particle in a one-dimensional potential $V(L)$ with energy $T^{2}$. These potentials take the form shown in Fig. 2.9

Considering general values of $T$, we can have five classes of trajectories (two for $d=$ 2), as shown on the right in Fig. 2.9 However, all of our time-symmetric Euclidean solutions in the black hole phase correspond to values $T<1$ (corresponding to case a) in Fig. 2.9) for which the Lorentzian trajectory starts at $r=0$, increases to $r=r_{0}$ and decreases back to $r=0$. Thus, the brane emerges from the past singularity, reaches a maximum size $r_{0}$, and shrinks again to $r=0$ at the future singularity.

## General tension

In this subsection, we discuss the Lorentzian solutions corresponding to general values of the parameter $T$. We recall that in terms of the proper time and the variable $L=\log (r)$ (where $r$ is the proper radius of the brane), the equation for the brane trajectory is

$$
\begin{equation*}
\dot{L}^{2}+V(L)=T^{2} \tag{2.52}
\end{equation*}
$$



Figure 2.9: Effective potential $V(L)$ and types of Lorenzian ETW brane trajectories for $d=2$ (above) and $d>2$ (below).
where

$$
\begin{equation*}
V(L)=\frac{f(r)}{r^{2}}=1+e^{-2 L}-e^{-d\left(L-L_{H}\right)}\left(1+e^{-2 L_{H}}\right) \tag{2.53}
\end{equation*}
$$

So the trajectory $L(\lambda)$ is that of a particle in a one-dimensional potential $V(L)$ with energy $T^{2}$.

For $d=2$, the potential is monotonically increasing and asymptotes to 1 . The Lorentzian trajectories for $|T|<1$ all correspond to time-symmetric configurations where the brane emerges from the past singularity at $r=0$, reaches a maximum size $r_{0}=r_{H} / \sqrt{1-T^{2}}$, and shrinks again to $r=0$ at the future singularity. These all have analytic continuations to Euclidean solutions as discussed above. For $T>1$, there are no time-symmetric trajectories; the ETW brane size either increases from $r=0$ to $r=\infty$ or shrinks from $r=\infty$ to $r=0$. These do not come from analytically continued time-symmetric geometries, and we expect that they do not correspond to the types of states we have been discussing.

For $d>2$, the potential is monotonically increasing to some value $T_{\text {crit }}^{2}>1$, where

$$
\begin{equation*}
T_{\text {crit }}=1+\left(\frac{2}{d}\right)^{\frac{2}{d-2}}\left(1-\frac{2}{d}\right) \frac{1}{r_{H}^{2}\left(1+r_{H}^{2}\right)^{\frac{2}{d-2}}} \tag{2.54}
\end{equation*}
$$

We have five classes of trajectories, as shown below in Fig. 2.9. The corresponding spacetimes are shown in Fig. 2.10.


Figure 2.10: Lorentzian ETW branes for various values of $T$.

- Case a: $0<T<T_{*}$

For this case, we have time-symmetric solutions which have analytic continuations to good Euclidean solutions corresponding to some finite positive Euclidean preparation time. These are the geometries that are most plausibly providing a holographic picture of the microstate geometries for some legitimate CFT states. The Lorentzian geometry takes the form in Fig. 2.1. The brane emerges from the past singularity, expands and enters the second asymptotic region and then shrinks, eventually falling into the future horizon. The maximum radius of the ETW brane is $r_{0}$ (the minimal radius in the Euclidean solution), realized at the time-symmetric point $t=0$.

- Case b: $1<T<T_{\text {crit }}$, small $r$ branch

For this case, we have Lorentzian trajectories that are qualitatively similar to the previous case, but we recall that here the corresponding Euclidean solutions are not sensible (at least without some improvement of the model). It is possible that these

Lorentzian solutions still correspond to some CFT states, but we do not have a clear argument for this.

- Case c: $1<T<T_{\text {crit }}$, large $r$ branch

For these solutions the ETW brane starts and ends at infinite size, shrinking to a minimum size at the time-symmetric point. We have an infinitely large portion of the second asymptotic region both in the past and the future, so it is unlikely these geometries correspond to pure states of a single CFT.

- Case d: $T=T_{\text {crit }}$

In this case, we have Lorentzian brane trajectories at a constant radius, and the ETW brane geometry is the Einstein static universe. Here, the solutions retain the isometry present in the maximally extended black hole geometry and the physics of the CFT is time-independent. The Euclidean solutions in this case also have the brane at a constant radius, so the trajectory does not intersect the Euclidean boundary and does not seem likely to correspond to the class of states we have been discussing. However, it is interesting that the spacetime picture we have been discussing is similar to the proposal of [93] for the geometries dual to typical states, so perhaps the Lorentzian geometries in this case can serve as a model of the typical states. It is intriguing that we are constrained to have the brane at one specific radius,

$$
\begin{equation*}
\frac{r}{r_{H}}=\left(\frac{d}{2}\right)^{\frac{1}{d-2}}\left(1+r_{H}^{2}\right)^{\frac{1}{d-2}} \tag{2.55}
\end{equation*}
$$

- Case e: $T>T_{\text {crit }}$

For this case, there are no time-symmetric ETW brane trajectories, and we have an infinitely large portion of the second asymptotic region either in the past or the future. It seems unlikely that these geometries correspond to pure states of a single CFT.


Figure 2.11: Two possibilities for extremal surfaces and associated entanglement wedges (shaded) for ball-shaped boundary regions. The extremal surface on the right has the topology of $S^{d-2}$ times an interval, so is connected for $d>2$.

### 2.3 Probing behind the horizon with entanglement

In this section, we consider the holographic calculation of entanglement entropy for CFT states whose dual geometries are captured by Fig. 2.1. We will continue to use the simple model of a spacetime terminating with an ETW brane, but we expect the same qualitative conclusions when the ETW brane is replaced by a more complete microscopic description. We begin by considering a general behind-the-horizon ETW brane trajectory $r(t)$ symmetric about $t=0$ with maximum radius $r(0)=r_{0}$.

We will consider the entanglement entropy for ball-shaped regions on the sphere as a function of size and of CFT time. As depicted in Fig. 2.11, we have extremal surfaces that stay outside the horizon, but we can also have extremal surfaces that enter the horizon and end on the ETW brane ${ }^{2}$ Depending on the value of time and the ball size, we can

[^27]have transitions between which type of surface has least area. In the phase where the exterior surface has less area, the CFT entanglement entropy will be time-independent (at leading order in large $N$ ), while in the other phase, we will have time dependence inherited from the time-dependent ETW brane trajectory. In our examples below, we will find that in favorable cases, the minimal area surface for sufficiently large balls goes behind the horizon during some time interval $\left[-t_{0}, t_{0}\right]$ which increases with the size of the ball.

### 2.3.1 A tale of two surfaces

We now turn to the details of the holographic calculation of entanglement entropy given some ETW brane trajectory $r(t)$. This was calculated for the $T=0$ case in [65]. Similar methods were used in slightly more exotic geometries, and reaching different conclusions, in [98].

## Exterior extremal surfaces

First, consider the exterior extremal surfaces, working in Schwarzschild coordinates. Let $\theta_{0}$ be the angular size of the ball, such that $\theta_{0}=\pi / 2$ corresponds to a hemisphere.

Since the exterior geometry is static, the extremal surface lives in a constant $t$ slice, and we can parameterize it by $r(\theta)$. In terms of this, the area is calculated as

$$
\begin{equation*}
\text { Area }_{\mathrm{ext}}=\omega_{d-2} \int \mathrm{~d} \theta r^{d-2} \sin ^{d-2} \theta \sqrt{r^{2}+\frac{1}{f(r)}\left(r^{\prime}\right)^{2}} \tag{2.56}
\end{equation*}
$$

Extremizing this action, we obtain equations of motion that can be solved numerically, or analytically in the $d=2$ case discussed in $\$ 2.3 .2$.

To obtain a finite result for entanglement entropy, we use a similar strategy to compute the action, first regulating by integrating up to some fixed $r_{\max }$ corresponding to $z=\epsilon$ in Fefferman-Graham coordinates. We then subtract off the vacuum entanglement entropy, calculated in the same way but with pure AdS, i.e. $f(r)=r^{2}+1$. Finally, we take $\epsilon \rightarrow 0$.
this is not part of the extremal surface and its area should not be included in the holographic calculation of entanglement entropy.

## Interior extremal surfaces

To study extremal surfaces that pass through the horizon, it is convenient to work in a set of coordinates that cover the entire spacetime. In this case, we parameterize the surfaces by a time coordinate and a radial coordinate, which are both taken to be functions of an angle $\theta$ on the sphere.

The only new element here is that the extremal surfaces intersect the ETW brane, and we need to understand the appropriate boundary conditions here. Since we are extremizing area, our extremal surfaces must intersect the ETW brane normally, so that a variation in the intersection locus does not change the surface area to first order.

## Criterion for seeing behind the horizon with entanglement

When the behind-the-horizon extremal surfaces have less area, the CFT entanglement is detecting a difference between our state and the thermal state. We expect that this is most likely to happen for $\theta=\pi / 2$, where we are looking at the largest possible subsystem, and for $t=0$, since at other times the state will become more thermalized.

For this case $\theta_{0}=\pi / 2, t=0$, the behind-the-horizon extremal surface remains at $\theta=\pi / 2$ and $t=0$, extending all the way to the ETW brane on the far side of the horizon. This intersects the ETW brane normally by the time-reflection symmetry. In this case, we can calculate the regulared areas explicitly as

$$
\begin{equation*}
\text { Area }_{\mathrm{int}}\left(\theta=\pi / 2, t=0, r_{0}\right)=\omega_{d-2} \int_{r_{H}}^{r_{\max }} \mathrm{d} r \frac{r^{d-2}}{\sqrt{f(r)}}+\omega_{d-2} \int_{r_{H}}^{r_{0}} \mathrm{~d} r \frac{r^{d-2}}{\sqrt{f(r)}} \tag{2.57}
\end{equation*}
$$

When this area is greater than the area of the exterior extremal surface corresponding to $\theta=\pi / 2$, we expect that the entanglement entropy will always be calculated in terms of the exterior surfaces. Thus, we have a basic condition

$$
\begin{equation*}
\operatorname{Area}_{\mathrm{ext}}(\pi / 2)>\operatorname{Area}_{\mathrm{int}}\left(\theta=\pi / 2, t=0, r_{0}\right) \tag{2.58}
\end{equation*}
$$

for when entanglement will tell us something about the geometry behind the horizon. This is more likely to be satisfied for smaller values of $r_{0}$ (ETW brane not too far past the
horizon). It can fail to be satisfied even for $r_{0}=r_{H}$ if the black hole is too small, so below some minimum value $r_{H}^{\min }$, all minimal area extremal surfaces probe outside the horizon.

### 2.3.2 Analytics in $d=2$

In this section, we work out the explicit results for $d=2$ where the CFT lives on a circle. We will restore $L_{\text {AdS }}$ to facilitate a later comparison to the microscopic result. We calculate the entanglement entropy $S(\Delta \theta, t)$ for an interval of angular size $\Delta \theta$ on the circle, as a function of CFT time $t$. We find that having access to large enough subsystem of the CFT allows us to probe behind the horizon, and thus renders the microstates distinguishable, in broad qualitative agreement with [99].

## Exterior extremal surfaces

First consider the exterior surfaces, which we parameterize by $r(\theta)$. Since the integrand $\mathcal{L}$ in (2.56) does not depend explicitly on $\theta$, the extremizing surfaces must satisfy

$$
\begin{equation*}
r^{\prime} \frac{\delta \mathcal{L}}{\delta r^{\prime}}-\mathcal{L}=\text { constant } . \tag{2.59}
\end{equation*}
$$

Calling this constant $r_{0}$ (this represents the minimum value of $r$ on the trajectory, where $r^{\prime}=0$ ), we get

$$
\begin{equation*}
r^{\prime}= \pm \frac{r}{r_{0} L_{\mathrm{AdS}}} \sqrt{\left(r^{2}-r_{H}^{2}\right)\left(r^{2}-r_{0}^{2}\right)} . \tag{2.60}
\end{equation*}
$$

The solution, taking $\theta=0$ to be the point where $r=r_{0}$, is given implicitly by

$$
\begin{equation*}
\theta=-\frac{L_{\mathrm{AdS}}}{2 r_{H}} \ln \left[\frac{-2 r_{H}^{2} r_{0}^{2}+r_{H}^{2} r^{2}+r^{2} r_{0}^{2}-2 r_{0} r_{H} \sqrt{\left(r^{2}-r_{0}^{2}\right)\left(r^{2}-r_{H}^{2}\right)}}{r^{2}\left(r_{0}^{2}-r_{H}^{2}\right)}\right] \tag{2.61}
\end{equation*}
$$

We will only need that

$$
\begin{equation*}
\theta(r=\infty)=\frac{L_{\mathrm{AdS}}}{2 r_{H}} \ln \left(\frac{r_{0}+r_{H}}{r_{0}-r_{H}}\right) \tag{2.62}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{r_{0}}{r_{H}}=\operatorname{coth}\left(\frac{r_{H} \Delta \theta}{2 L}\right) . \tag{2.63}
\end{equation*}
$$

The area of such a surface, regulating by integrating only up to $r_{\max }=L / \epsilon$ is

$$
\begin{equation*}
\operatorname{Area}(\Delta \theta)=2 L_{\mathrm{AdS}} \ln \left(\frac{2 L_{\mathrm{AdS}}}{\epsilon r_{H}} \sinh \left(\frac{r_{H} \Delta \theta}{2 L_{\mathrm{AdS}}}\right)\right) \tag{2.64}
\end{equation*}
$$

where we have dropped terms of order $\epsilon$.
Using the Brown-Henneaux relation $c=3 L_{\mathrm{AdS}} / 2 G$ for the central charge $c$ [18], this gives entropy $S=$ Area $/(4 G)$ of

$$
\begin{equation*}
S=\frac{c}{3} \ln \left(\frac{2 L_{\mathrm{AdS}}}{\epsilon r_{H}} \sinh \left(\frac{r_{H} \Delta \theta}{2 L_{\mathrm{AdS}}}\right)\right) \tag{2.65}
\end{equation*}
$$

In terms of the CFT effective temperature $\beta$, we have $r_{H} / L_{\mathrm{AdS}}=2 \pi L_{\mathrm{CFT}} / \beta$, where $L_{\mathrm{CFT}}$ is the size of the circle on which the CFT lives. Thus, the result in terms of CFT parameters is

$$
\begin{equation*}
S=\frac{c}{3} \ln \left(\frac{\beta}{\epsilon \pi L_{\mathrm{CFT}}} \sinh \left(\frac{\pi L_{\mathrm{CFT}} \Delta \theta}{\beta}\right)\right) . \tag{2.66}
\end{equation*}
$$

This agrees with the CFT result for finite temperature [62]. Since the exterior has the geometry of a Schwarzschild black hole, dual to a thermal state, it is natural for the exterior geodesics to reproduce this thermal entanglement entropy.

For comparison, the area of a disconnected surface with two parts extending from the interval boundaries to the horizon via the geodesic path at constant $\theta$ and $t$ gives

$$
\begin{equation*}
\operatorname{Area}_{0}=2 \int_{r_{H}}^{r_{\max }} \frac{\mathrm{d} r}{\sqrt{f(r)}}=2 L_{\mathrm{AdS}} \ln \left(\frac{2 L_{\mathrm{AdS}}}{\epsilon r_{H}}\right) \tag{2.67}
\end{equation*}
$$

This shows that regardless of what happens behind the horizon, the entanglement entropy of an interval with size $\Delta \theta$ will be calculated by an extremal surface outside the horizon if

$$
\begin{equation*}
\sinh \left(\frac{r_{H} \Delta \theta}{2 L_{\mathrm{AdS}}}\right) \leq 1 \tag{2.68}
\end{equation*}
$$

This will hold even for the largest interval $\Delta \theta=\pi$ if

$$
\begin{equation*}
\frac{r_{H}}{L_{\mathrm{AdS}}} \leq \frac{2}{\pi} \operatorname{arcsinh}(1) \tag{2.69}
\end{equation*}
$$

Thus, we must have a sufficiently large black hole if the CFT entanglement entropy is going to have any chance of seeing behind the horizon.

## Interior extremal surfaces

Now we consider the extremal surfaces that enter the horizon and end on the ETW brane. Here, it is most convenient to use coordinates for which the maximally extended black hole spacetime takes the form

$$
\begin{equation*}
\mathrm{d} s_{\mathrm{BTZ}}^{2}=\frac{1}{\cos ^{2}(y)}\left(-\mathrm{d} s^{2}+\mathrm{d} y^{2}+r_{H}^{2} \cos ^{2}(s) \mathrm{d} \phi^{2}\right) \tag{2.70}
\end{equation*}
$$

where the coordinate ranges are $-\pi / 2 \leq s, y \leq \pi / 2$, with the horizons at $y= \pm s$. The coordinate transformations relating this to Schwarzschild coordinates are given in the following supplementary section, $\S 2.3 .2$. Using these parameters, the ETW brane trajectory is found to be simply

$$
\begin{equation*}
y=-\arcsin \left(L_{\mathrm{AdS}} T\right) \tag{2.71}
\end{equation*}
$$

We also find that the general spacelike geodesics in this geometry take the form

$$
\begin{equation*}
\sin \left(s_{B}-s_{0}\right) \sin (y)=\sin \left(s-s_{0}\right) \tag{2.72}
\end{equation*}
$$

where the geodesic passes through $s_{0}$ at $y=0$ and ends on the $\operatorname{AdS}$ boundary $(y=\pi / 2)$ at $s_{B}$.

The geodesics with fixed $s_{B}$ and different $s_{0}$ all end on the same point at the AdS boundary, but different points on the ETW brane. However, requiring that the surface extremize area also with respect to variations of this boundary point on the ETW brane implies that the geodesic should be normal to the ETW brane worldvolume. This gives the


Figure 2.12: BTZ black hole in $s-y$ coordinates, showing ETW brane (red) and various geodesics orthogonal to it. Geometry to the left of the ETW brane is excised.
very simple class of geodesics

$$
\begin{equation*}
s=s_{0} \tag{2.73}
\end{equation*}
$$

which sit at fixed $\theta$ and $s$. The black hole geometry together with these geodesics is depicted in Fig. 2.12

We can now evaluate the area of these extremal surfaces. We will evaluate the area up to the same regulator point $r_{\max }=L_{\mathrm{AdS}} / \epsilon$. This gives a maximum $y$ of

$$
\begin{equation*}
y_{\max }=\arctan \left(e^{-r_{H} t_{0}} \sqrt{\frac{r_{\max } / r_{H}-1}{r_{\max } / r_{H}+1}}\right)+\arctan \left(e^{r_{H} t_{0}} \sqrt{\frac{r_{\max } / r_{H}-1}{r_{\max } / r_{H}+1}}\right) \tag{2.74}
\end{equation*}
$$

Note that this depends on the Schwarzschild time $t_{0}$. We have then

$$
\begin{align*}
\operatorname{Area}_{\mathrm{int}}(\Delta \theta) & =2 \int_{-\arcsin \left(L_{\mathrm{AdS}} T\right)}^{y_{\max }} \frac{\mathrm{d} y}{\cos (y)} \\
& =2 L_{\mathrm{AdS}} \ln \left(\frac{2 L_{\mathrm{AdS}}}{\epsilon r_{H}}\right)+2 L_{\mathrm{AdS}} \ln \left(\cosh \left(\frac{t_{0} r_{H}}{L_{\mathrm{AdS}}^{2}}\right) \sqrt{\frac{1+L_{\mathrm{AdS}} T}{1-L_{\mathrm{AdS}} T}}\right) \tag{2.75}
\end{align*}
$$

The regulated entanglement entropy is then

$$
\begin{equation*}
S=\frac{c}{3} \ln \left(\frac{2 L_{\mathrm{AdS}}}{\epsilon r_{H}} \cosh \left(\frac{t_{0} r_{H}}{L_{\mathrm{AdS}}^{2}}\right) \sqrt{\frac{1+L_{\mathrm{AdS}} T}{1-L_{\mathrm{AdS}} T}}\right) . \tag{2.76}
\end{equation*}
$$

In terms of CFT parameters, this gives

$$
\begin{equation*}
S=\frac{c}{3} \ln \left(\frac{\beta}{\epsilon \pi L_{\mathrm{CFT}}} \cosh \left(\frac{2 \pi t_{\mathrm{CFT}}}{\beta}\right) \sqrt{\frac{1+L_{\mathrm{AdS}} T}{1-L_{\mathrm{AdS}} T}}\right) . \tag{2.77}
\end{equation*}
$$

If we use the relation (2.8) and the Brown-Henneaux relation $c=3 L_{\text {AdS }} / 2 G$, this becomes

$$
S=\frac{c}{3} \ln \left(\frac{\beta}{\epsilon \pi L_{\mathrm{CFT}}} \cosh \left(\frac{2 \pi t_{\mathrm{CFT}}}{\beta}\right)\right)+2 g .
$$

This is twice the entanglement entropy associated with each endpoint of the interval, considered as a half-interval in a BCFT [62, 63]. (We will explain how this arises, from a CFT perspective, in Chapter 3.)

The interior surfaces gives less area than the exterior surface when

$$
\begin{equation*}
\sinh \left(\frac{r_{H} \Delta \theta}{2 L_{\mathrm{AdS}}}\right) \geq \cosh \left(\frac{t_{0} r_{H}}{L_{\mathrm{AdS}}^{2}}\right) \sqrt{\frac{1+L_{\mathrm{AdS}} T}{1-L_{\mathrm{AdS}} T}} \tag{2.78}
\end{equation*}
$$

When this is satisfied, the entanglement entropy (times $4 G$ ) is given by the expression (2.76) and is time-dependent but independent of the interval size. Otherwise, the entanglement entropy is time-independent but depends on the interval size and given by (2.65).

The entanglement entropy as a function of interval size for various times is shown in Fig. 2.14. The entanglement entropy as a function of time for various interval sizes is shown in Fig. 2.13. The fact that the entanglement entropies are independent of angle when the minimal-area extremal surfaces probe behind the horizon is a special feature of the $d=2$ case arising from the fact that these extremal surfaces have two disconnected parts, each at a constant angle. In higher dimensions, the corresponding surfaces are connected and we have non-trivial angular dependence for all angles.


Figure 2.13: Regulated entanglement entropy as a function of time for various interval sizes for $T=0.5, r_{H}=2 L_{\text {AdS }}, \epsilon=0.01$. Plots from bottom to top show $\Delta \theta=\pi / 16, \pi / 4, \pi / 2,3 \pi / 4, \pi$.


Figure 2.14: Regulated entanglement entropy as a function of interval size for $T=0.5$, $r_{H}=2 L_{\mathrm{AdS}}, \epsilon=0.01$. Plots from bottom to top show successively later times starting at $t=0$.

## Coordinate systems for $d=2$

In this section, we give the coordinate transformations relating $s-y$ coordinates in (2.70) which cover the full maximally extended black hole geometry to the Schwarzschild coordinates. We first go to Kruskal-type coordinates by defining

$$
\begin{equation*}
r=r_{H}\left(\frac{1-u v}{1+u v}\right), \quad t=\frac{1}{2 r_{H}} \ln \left(-\frac{u}{v}\right) . \tag{2.79}
\end{equation*}
$$

Setting $L_{\mathrm{AdS}}=1$, the metric becomes

$$
\begin{equation*}
\mathrm{d} s_{\mathrm{BTZ}}^{2}=-\frac{4 \mathrm{~d} u \mathrm{~d} v}{(1+u v)^{2}}+r_{H}^{2} \frac{(1-u v)^{2}}{(1+u v)^{2}} \mathrm{~d} \phi^{2} . \tag{2.80}
\end{equation*}
$$

These coordinates cover the whole extended spacetime. The two boundaries are at $u v=$ -1 , the singularities are at $u v=1$, and the horizons are at $u v=0$. The relation to Schwarzschild coordinates in the second asymptotic region is given by (2.79) with the replacement $u \leftrightarrow v$.

To obtain the metric (2.70), we further define

$$
\begin{equation*}
u=\tan (\alpha) \quad v=\tan (\beta) \quad s=\beta+\alpha \quad y=\alpha-\beta \tag{2.81}
\end{equation*}
$$

From (2.46), the Lorentzian ETW brane trajectory in Schwarzschild coordinates for the second asymptotic region is given (in the case for $0<T<1$ ) by

$$
\begin{equation*}
t=\frac{1}{r_{H}} \operatorname{arctanh}\left(\frac{\sqrt{r_{H}^{2}-r^{2}\left(1-T^{2}\right)}}{T r_{H}}\right) . \tag{2.82}
\end{equation*}
$$

In the $u-v$ coordinates, we find that this becomes

$$
\begin{equation*}
T=\frac{v-u}{\sqrt{1+u^{2}} \sqrt{1+v^{2}}} . \tag{2.83}
\end{equation*}
$$

In the $s-y$ coordinates we get simply

$$
\begin{equation*}
y=-\arcsin \left(L_{\mathrm{AdS}} T\right), \tag{2.84}
\end{equation*}
$$

as claimed above.

### 2.4 Pure AdS analogue

There is a close analogy between the maximally extended AdS-Schwarzschild black hole spacetime and pure AdS space divided into complementary Rindler wedges [100], where the two exterior regions correspond to the interiors of the two Rindler wedges, as shown in Fig. 2.16. In this section, we extend this analogy to describe states of a CFT on a halfsphere that are analogous to the black hole microstates considered above. We specialize to $2+1$ dimensions for simplicity.

In the black hole story, the full geometry is described by two entangled CFTs, each in a thermal state. Our microstates are pure states of just one of these CFTs. For pure AdS, the geometry is described by a state in which the CFT degrees of freedom on two halves of a circle are entangled. The analogue of a black hole microstate is a pure state of the CFT on a half circle (i.e. an interval). To ensure this is well defined, we can place boundary conditions on the two ends of the interval, so that our CFT on a circle is replaced by a pair of BCFTs each on an interval. As discussed in [101], we can define an entangled state of this pair of BCFTs whose dual geometry is a good approximation to the geometry of the original CFT state (inside a Wheeler-deWitt patch). The black hole microstates are now pure state of one of these BCFTs that we can define using a path integral, as shown in Fig. 2.15

The path integral in Fig. 2.15(d) is equivalent via a conformal transformation to the path integral that defines the vacuum state of the BCFT on an interval. For this state, the corresponding geometry was described in [59] and can be represented as a portion of the global AdS geometry ending on a static ETW brane, as shown in Fig. 2.16. Also shown are the Rindler wedges analogous to the two exterior regions in the maximally extended black hole geometry. We can see that (in the $T>0$ case) the ETW brane emerges from the past Rindler horizon in the second asymptotic region, reaches some maximum distance from the horizon, and then falls back in.


Figure 2.15: Euclidean path integral geometries defining (a) thermofield double state of two CFTs (b) the vacuum state of a single CFT (c) a black hole microstate (d) a microstate for a half space. The red curves indicate BCFT boundary conditions.

## Explicit geometry

To find the geometry associated with the BCFT vacuum state, it is simplest to consider a conformal frame where the interval on which the BCFT lives is $(-\infty, 0]$. In this case, we recall from $\$ 2.1 .2$ that in Poincaré coordinates

$$
\begin{equation*}
\mathrm{d} s_{\text {Rind }}^{2}=\frac{L_{\text {AdS }}^{2}}{z^{2}}\left(-\mathrm{d} t^{2}+\mathrm{d} z^{2}+\mathrm{d} x^{2}\right), \tag{2.85}
\end{equation*}
$$

the vacuum geometry corresponds to the region $x / z<L_{\mathrm{AdS}} T / \sqrt{1-L_{\mathrm{AdS}} T^{2}}$ terminating with an ETW brane, as shown in Fig. 2.16. Passing to global coordinates via the transformations
$\frac{L_{\mathrm{AdS}}}{z}=\cosh (\rho) \cos (\tau)-\sinh (\rho) \sin (\theta), \quad \frac{x}{z}=\sinh (\rho) \cos (\theta), \quad \frac{t}{z}=\cosh (\rho) \sin (\tau)$,
the ETW brane locus becomes

$$
\begin{equation*}
\sinh (\rho) \cos (\theta)=\frac{L_{\mathrm{AdS}} T}{\sqrt{1-L_{\mathrm{AdS}} T^{2}}} \tag{2.87}
\end{equation*}
$$

in coordinates where the metric is

$$
\begin{equation*}
\mathrm{d} s_{\text {Rind }}^{2}=L_{\text {AdS }}^{2}\left[-\cosh ^{2} \rho \mathrm{~d} \tau^{2}+\mathrm{d} \rho^{2}+\sinh ^{2} \rho \mathrm{~d} \theta^{2}\right] . \tag{2.88}
\end{equation*}
$$

Here, the brane is static in the global coordinates, extending to antipodal points at the boundary of AdS, as shown in Fig. 2.16.

To make the analogy with the black hole more clear, we can now describe the ETW brane trajectory for $T>0$ in a Rindler wedge, the analog of the second asymptotic region in the black hole case. Defining coordinates $(\chi, \zeta, r)$ from the Poincaré coordinates by

$$
\begin{equation*}
\frac{t}{L_{\mathrm{AdS}}}=e^{\chi} \sinh (\zeta) \sqrt{1-\frac{1}{r^{2}}}, \quad \frac{x}{L_{\mathrm{AdS}}}=e^{\chi} \sinh (\zeta) \sqrt{1-\frac{1}{r^{2}}}, \quad \frac{z}{L_{\mathrm{AdS}}}=e^{\chi} \frac{1}{r}, \tag{2.89}
\end{equation*}
$$

the Rindler wedge corresponding to the second asymptotic region takes the form of a Schwarzschild metric with non-compact horizon [102],

$$
\begin{equation*}
\mathrm{d} s_{\text {Rind }}^{2}=L_{\mathrm{AdS}}^{2}\left[-\left(r^{2}-1\right) \mathrm{d} \zeta^{2}+\frac{\mathrm{d} r^{2}}{r^{2}-1}+r^{2} \mathrm{~d} \chi^{2}\right] \tag{2.90}
\end{equation*}
$$

and the brane locus is simply

$$
\begin{equation*}
\cosh (t) \sqrt{r^{2}-1}=\frac{L_{\mathrm{AdS}} T}{\sqrt{1-L_{\mathrm{AdS}} T^{2}}} \tag{2.91}
\end{equation*}
$$

Note that, setting $r_{H}=1$, this is precisely the same as the result 2.47). The reason is that the black hole geometry we considered previously is simply obtained from the present case by periodically identifying the $\chi$ direction. Thus, as in that case, for each time $t$, the ETW brane sits at a constant $r$ in the Schwarzschild picture, with $r(t)$ reaching a maximum at $t=0$.

## Entanglement calculations

In analogy to the earlier result for BTZ black holes, the entanglement entropy of sufficiently large intervals in the BCFT can provide information about the geometry behind the Rindler horizon. Using the standard CFT time in a conformal frame where we have a fixed distance between the two boundaries, the entanglement entropy for a connected boundary region is time-independent. However, to better parallel our earlier calculations, we can instead consider the entanglement entropy of an interval of fixed width in the Schwarzschild


Figure 2.16: Left. The ETW brane in global AdS. For $T>0$ we have the geometry on the left of the brane. For $T>0$, we have the geometry on the right of the brane. Diagonal planar surfaces are Rindler horizons dividing the spacetime into complementary Rindler wedges plus past and future regions. Right. Dependence of the radial position parameter $\xi=\sqrt{r^{2}-1}$ on Schwarzschild time $\zeta$.
spatial coordinate $\chi$, as shown in Fig. 2.17.
We have seen that the geometry and the brane trajectory in the present case is mathematically identical to the black hole case for $r_{H}=1$ except that the $\chi$ coordinate is now non-compact. The compactness of $\theta$ did not enter into the previous calculations of entanglement entropy, so all the calculations in $\S 2.3 .2$ apply here as well. We can immediately conclude that the entangling surface will probe behind the horizon when

$$
\begin{equation*}
\sinh \left(\frac{\Delta \chi}{2}\right) \geq \cosh \left(\zeta_{0}\right) \sqrt{\frac{1+L_{\mathrm{AdS}} T}{1-L_{\mathrm{AdS}} T}} \tag{2.92}
\end{equation*}
$$

Since $\chi$ is noncompact now, we have that for any time $\zeta_{0}$ and any $T$, we can always choose a large enough interval $\Delta \chi$ so that the entangling surface probes behind the horizon. Thus, if we unwrap the compact direction of the BTZ black hole, the ETW branes will be dual to boundary states on a spatial interval of pure $\mathrm{AdS}_{3}$. Our BTZ entanglement calculations carry over, implying that control of a suitably large boundary subregion should allow an observer to probe behind the Rindler horizon.


Figure 2.17: Interval of fixed width in Schwarzschild time (blue shaded region) in the BCFT world-volume geometry.

### 2.5 Discussion

For the specific examples in this chapter, we have considered geometries obtained from a simple holographic ansatz, where the ETW brane is a placeholder for some more detailed microscopic physics. This might involve branes or orientifold planes of string/M theory, or geometrical features such as the degeneration of an internal manifold. A more realistic model might require additional terms in the brane action or couplings to additional bulk fields. As a particular example, scalar operators in a BCFT can have one-point functions growing as $1 /|x|^{2 \Delta}$ as the distance $x$ to the boundary decreases. This would correspond to having some extra scalar fields in the bulk, sourced by the ETW brane. ${ }^{3}$

In our context, this would lead to matter outside the black hole that falls into the horizon. Thus, the explicit geometries we have utilized should be viewed as simple examples that may elucidate the basic physics of more precise holographic duals for Euclidean-timeevolved boundary states. It would be interesting to flesh out the AdS/CFT correspondence for BCFTs more fully and explore the microstate geometries emerging from more general bulk effective actions.

[^28]Another interesting generalization would be to consider states constructed in a similar way, but with boundary conditions that do not preserve conformal invariance. For example, we can have boundary conditions that correspond to boundary RG flows from one conformally invariant boundary condition to another. These may be represented by a more general class of ETW brane actions, and give rise to a wider variety of geometries. Finally, we can consider similar constructions in holographic theories which are not conformal, for example in holographic RG flow theories or in holographic theories derived from low-energy Dp-brane actions. For all these cases, we expect that the basic idea of probing behind-the-horizon physics via time-dependence of subsystem entanglement remains valid.

### 2.6 Conclusion

Taking states of a holographic CFT on a sphere and evolving them in Euclidean time gives a high-energy state dual to a black hole. When the state is a highly symmetric boundary state, the AdS/BCFT corresponds suggests that the corresponding black hole geometry ends on a brane exhibiting the same symmetries. Here, we constructed the trajectories for these branes in AdS black holes of arbitrary dimension. We also determined the conditions under which the entanglement entropy of a ball-shaped region on the boundary can fall through the horizon and probe the interior region, with explicit calculations in $d=2$. Finally, we saw an analogous phenomenon in flat space, where the horizon of the black hole is replaced by the Rindler horizon governing an accelerating observer.

Given our bulk result, it is natural to attempt a direct calculation of entanglement entropy for boundary microstates on the CFT side. This would also act as a consistency check on the modification of the homology condition for the RT surface, where we allow it to end on the brane. In the next chapter, we will perform such a computation in the $d=2$ case, corroborating the bulk results on boundary microstates, and allowing us to generalize using conformal symmetry to other two-dimensional settings of interest. In particular, we are able to derive the RT formula given a set of reasonably natural assumptions about the CFT and boundary state under consideration.

## Chapter 3

## BCFTs at Large $c$

### 3.1 Introduction

In this chapter, we use the doubling trick and standard results for semiclassical Virasoro blocks to prove that in sparse, large $c$ BCFTs, the entanglement entropy for any number of disjoint boundary intervals is correctly given by this modified RT formula. Our results can be viewed as specifying an auxiliary geometry (or class of geometries) using symmetry and universal properties of ground state entanglement.

Here is a brief outline of the chapter:

- In the remainder of $\$ 4.1$, we review background material on boundary conformal field theory, and provide a formal argument for the doubling trick.
- In $\$ 3.2$, we describe holographic predictions for entanglement entropy which follow from the RT formula. In particular, we will confirm the bulk calculations of entanglement entropy provide in Chapter 2 from the CFT side.
- In $\S 3.3$, we compute the entanglement entropy for a single interval on the field theory side using the replica trick and semiclassical Virasoro blocks. We use this to specify the set of BCFTs in which the field theory calculation agrees at leading order in $c$ with holographic prediction. Roughly speaking, these BCFTs enjoy vacuum dominance in both bulk and boundary channels of their correlation functions.
- In $\$ 3.4$, we extend the calculation to an arbitrary union of intervals.


### 3.1. Review of boundary conformal field theory

In this section, we start with a brief review of boundary conformal field theories .1 Given a CFT, we can define the theory on a manifold with boundary by making a choice of boundary conditions for the fields, and possibly adding boundary degrees of freedom coupled to the bulk CFT fields. For the theory defined on half of $\mathbb{R}^{d}$ or $\mathbb{R}^{d-1,1}$ (e.g. the region $x \geq 0$ for some spatial coordinate $x$ ), certain choices of the boundary physics give a theory that preserves the subset of the global conformal group mapping the half-space to itself, $\mathrm{SO}(d, 1) \subset \mathrm{SO}(d+1,1)$ for the Euclidean case ${ }^{2}$ These choices define a boundary conformal field theory (BCFT) ${ }^{3}$ There are typically many choices of conformally invariant boundary condition for a given bulk CFT. We label the choice by an index $b$.

In this chapter, we focus on BCFTs defined starting from two-dimensional conformal field theories. In this case, there is a natural boundary analog of the central charge, known as the boundary entropy $g_{b}$. This may be defined by considering the CFT on a half-space $x \geq 0$ with boundary condition $b$ at $x=0$. As we review below, the entanglement entropy of an interval $[0, L]$ including the boundary is

$$
\begin{equation*}
S=\frac{c}{6} \log \left(\frac{2 L}{\epsilon}\right)+g_{b} \tag{3.1}
\end{equation*}
$$

Thus, the boundary entropy gives a boundary contribution to the entanglement entropy.

## Boundary states

For any BCFT, there is a natural family of states $\left|b, \tau_{0}\right\rangle$ that we can associate to the parent CFT defined on a unit circle. The wavefunctional $\left\langle\phi_{0} \mid b, \tau_{0}\right\rangle$ is defined as the Euclidean path integral for the CFT on a cylinder of height $\tau_{0}$, with boundary condition $b$ at Euclidean time

[^29]$-\tau_{0}$ and CFT field configuration $\phi_{0}$ at $\tau=0.4$ We can formally define a boundary state $|b\rangle$ associated with boundary condition $b$ via
\[

$$
\begin{equation*}
|b\rangle=\left|b, \tau_{0} \rightarrow 0\right\rangle \tag{3.2}
\end{equation*}
$$

\]

In terms of $|b\rangle$, we have

$$
\begin{equation*}
\left|b, \tau_{0}\right\rangle=e^{-\tau_{0} H}|b\rangle, \tag{3.3}
\end{equation*}
$$

since adding $\delta \tau$ to the height of the cylinder corresponds to acting on our state with Euclidean time evolution $e^{-\delta \tau H}$. The boundary state itself has infinite energy expectation value, but the Euclidean evolution used to define $\left|b, \tau_{0}\right\rangle$ suppresses the high-energy components so that $\left|b, \tau_{0}\right\rangle$ is a finite energy state ${ }_{5}^{5}$ In general, this state is time-dependent.

The overlap of the boundary state $|b\rangle$ with the vacuum state is computed via the path integral on a semi-infinite cylinder. This can be mapped to the disk via a conformal transformation, so the result is the disk partition function:

$$
\begin{equation*}
\langle 0 \mid b\rangle=e^{g_{b}} \tag{3.4}
\end{equation*}
$$

## Boundary operators

In addition to the usual CFT bulk operators, a BCFT has a spectrum of local boundary operators $\hat{O}_{J}(x)$, each with a dimension $\hat{\Delta}_{J}$. Via the usual radial quantization (taking the origin to be a point on the boundary), these may be understood to be in one-to-one correspondence with the states of the BCFT on an interval with the chosen boundary condition at each end. The boundary operator dimension is equal to the energy of the corresponding state on the strip.

[^30]
## Symmetries and correlators

A two-dimensional BCFT defined on the upper-half plane (UHP) preserves one copy of the Virasoro symmetry algebra, corresponding to transformations

$$
\begin{equation*}
\delta z=\epsilon(z) \quad \delta \bar{z}=\bar{\epsilon}(\bar{z}) \quad \bar{\epsilon}(\bar{z})=\epsilon\left(\bar{z}^{*}\right) \tag{3.5}
\end{equation*}
$$

that map the boundary to itself ${ }^{6}$ These correspond to a set of generators

$$
\begin{equation*}
\tilde{L}_{n}=L_{n}+\bar{L}_{n} . \tag{3.6}
\end{equation*}
$$

In this case, the conformal Ward identity becomes

$$
\begin{aligned}
& \left\langle\tilde{T}(z) \prod_{i} \mathcal{O}_{h_{i} \bar{h}_{i}}\left(z_{i}, \bar{z}_{i}\right)\right\rangle \\
& \quad=\sum_{i}\left[\frac{h_{i}}{\left(z-z_{i}\right)^{2}}+\frac{1}{z-z_{i}} \frac{\partial}{\partial z_{i}}+\frac{\bar{h}_{i}}{\left(\bar{z}-\bar{z}_{i}\right)^{2}}+\frac{1}{\bar{z}-\bar{z}_{i}} \frac{\partial}{\partial \bar{z}_{i}}\right]\left\langle\prod_{i} \mathcal{O}_{h_{i} \bar{h}_{i}}\left(z_{i}, \bar{z}_{i}\right)\right\rangle,
\end{aligned}
$$

where $\tilde{T}(z)=\sum_{n} z^{-n-2} \tilde{L}_{n}$.
The Virasoro symmetry algebra of a BCFT is thus the same as that of a chiral CFT on the whole plane. A consequence is that the kinematics (i.e. the functional form of correlators given the operator dimensions) of the BCFT in the UHP is directly related to that of a chiral CFT on the whole plane. Correlators

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{1} \bar{h}_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \mathcal{O}_{h_{n} \bar{h}_{n}}\left(z_{n}, \bar{z}_{n}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.7}
\end{equation*}
$$

of bulk CFT operators $\mathcal{O}_{h_{k} \bar{h}_{k}}$ with conformal weights $\left(h_{k}, \bar{h}_{k}\right)$ in the UHP are constrained

[^31]to have the same functional form as chiral CFT correlators
\[

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{1}}\left(z_{1}\right) \cdots \mathcal{O}_{h_{n}}\left(z_{n}\right) \mathcal{O}_{\bar{h}_{1}}\left(\bar{z}_{1}\right) \cdots \mathcal{O}_{\bar{h}_{n}}\left(\bar{z}_{n}\right)\right\rangle \tag{3.8}
\end{equation*}
$$

\]

of fields $\mathcal{O}_{h_{k}}$ and $\mathcal{O}_{\bar{h}_{k}}$ with chiral weights $h_{k}$ and $\bar{h}_{k}$ respectively. ${ }^{7}$ More generally, we can include boundary operators $\hat{\mathcal{O}}_{\hat{\Delta}_{I}}\left(x_{I}\right)$ in 3.7 , where $x_{I}$ is real. In this case, the functional form is reproduced by adding chiral operators with $h_{I}=\hat{\Delta}_{I}$ at $z=x_{I}$ to the chiral correlator (3.8). See [106] for a more complete discussion of this constraint, often referred to as the "doubling trick".

We will later make use of this kinematic equivalence to relate conformal blocks for a BCFT on the UHP to chiral conformal blocks on the entire plane.

## Bulk one-point functions

The doubling trick implies that a primary operator with weights $(h, \bar{h})$ is kinematically allowed to have a nonvanishing one-point function if $h=\bar{h}$ (i.e. for a scalar primary). In this case, the one-point function $\left\langle\mathcal{O}_{h, h}(z, \bar{z})\right\rangle_{\mathrm{UHP}}^{b}$ is constrained to have the same form as a chiral two-point function $\left\langle\mathcal{O}_{h}(z) \overline{\mathcal{O}}_{h}\left(z^{*}\right)\right\rangle$, so we have

$$
\begin{equation*}
\left\langle\mathcal{O}_{h, \bar{h}}(z, \bar{z})\right\rangle_{\mathrm{UHP}}^{b}=\frac{\mathcal{A}_{\mathcal{O}}^{b}}{\left|z-z^{*}\right|^{2 h}}=\frac{\mathcal{A}_{\mathcal{O}}^{b}}{|2 y|^{\Delta_{\mathcal{O}}}}, \tag{3.9}
\end{equation*}
$$

where we take $z=x+i y$ here and below. Once the normalization of the operators is fixed by choosing the normalization of the two-point function in the parent CFT, the coefficient $\mathcal{A}_{\mathcal{O}}^{b}$ in the one-point function is a physical parameter that depends in general on both the operator and the boundary condition.

Here and everywhere in this chapter we will take the expectation value $\langle\cdot\rangle_{\mathrm{UHP}}^{b}$ to be normalized by the UHP partition function so that

$$
\begin{equation*}
\langle\mathbf{1}\rangle_{\mathrm{UHP}}^{b}=1 . \tag{3.10}
\end{equation*}
$$

[^32]
## Bulk-boundary two-point functions

The correlation function

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(z, \bar{z}) \hat{\mathcal{O}}_{I}\left(x^{\prime}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.11}
\end{equation*}
$$

of bulk and boundary primary operators is constrained to have the functional form of a chiral three-point function

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{i}}(z) \mathcal{O}_{I}\left(x^{\prime}\right) \mathcal{O}_{\bar{h}_{i}}(\bar{z})\right\rangle . \tag{3.12}
\end{equation*}
$$

For a scalar operator $\mathcal{O}_{i}$, this gives

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(z, \bar{z}) \hat{\mathcal{O}}_{I}\left(x^{\prime}\right)\right\rangle_{\mathrm{UHP}}^{b}=\frac{\mathcal{B}_{i I}^{b}}{(2 y)^{\Delta_{i}-\Delta_{I}}\left(y^{2}+\left(x-x^{\prime}\right)^{2}\right)^{\Delta_{I}}}, \tag{3.13}
\end{equation*}
$$

where $\mathcal{B}_{i I}^{b}$ forms part of the basic data of our BCFT. Taking $\hat{\mathcal{O}}_{I}$ to be the identity operator, we have from the previous section that $\mathcal{B}_{i 1}^{b}=\mathcal{A}_{i}^{b}$.

## Boundary operator expansion and OPEs

In the same way that a pair of bulk operators at separated points can be expanded as a series of local operators via the OPE, a bulk operator can be expanded in terms of boundary operators via a boundary operator expansion $(B O E){ }^{8}$ For a scalar primary operator, symmetries constrain the general form of this expansion to be

$$
\begin{align*}
\mathcal{O}_{i}(z, \bar{z}) & =\sum_{J} \frac{\mathcal{B}_{i}^{b J}}{(2 y)^{\Delta_{i}-\Delta_{I}}} \tilde{C}\left[y, \partial_{x}\right] \hat{\mathcal{O}}_{J}(x) \\
& =\sum_{J} \frac{\mathcal{B}_{i}^{b J}}{(2 y)^{\Delta_{i}-\Delta_{I}}} \hat{\mathcal{O}}_{J}(x)+\text { desc. } \tag{3.14}
\end{align*}
$$

where the sum is over boundary primary operators. The differential operator $\tilde{C}$ determines the contribution of descendant operators and depends only on the conformal weights of $\mathcal{O}_{i}$ and $\hat{\mathcal{O}}_{J}$. The coefficients $\mathcal{B}_{i}^{b J}$ are related to the ones appearing in the bulk-boundary two-

[^33]point function by raising the index with the metric $g_{I J}$ appearing in the boundary two-point function
\[

$$
\begin{equation*}
\left\langle\hat{\mathcal{O}}_{I}\left(x_{I}\right) \hat{\mathcal{O}}_{J}\left(x_{I}\right)\right\rangle=\frac{g_{I J}}{\left|x_{I}-x_{J}\right|^{2 \Delta_{I}}} \tag{3.15}
\end{equation*}
$$

\]

though we will generally assume that we are working with a basis of boundary operators for which $g_{I J}=\delta_{I J}$.

Below, we will also make use of the ordinary OPE for bulk scalar operators. ${ }^{9}$

$$
\begin{align*}
\mathcal{O}_{i}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{j}\left(z_{2}, \bar{z}_{2}\right) & =\sum_{k} \frac{\hat{\mathcal{C}}_{i j}^{k}}{\left|z_{1}-z_{2}\right|^{\Delta_{i}+\Delta_{j}-\Delta_{k}}} C_{\Delta_{i} \Delta_{j} ; \Delta_{k}}\left[z_{12}, \partial_{z}\right] \mathcal{O}_{k}\left(z_{2}, \bar{z}_{2}\right) \\
& =\sum_{k} \frac{\hat{\mathcal{C}}_{i j}^{k}}{\left|z_{1}-z_{2}\right|^{\Delta_{i}+\Delta_{j}-\Delta_{k}}} \mathcal{O}_{k}\left(z_{2}, \bar{z}_{2}\right)+\text { desc. } \tag{3.16}
\end{align*}
$$

Finally, there is also an OPE for boundary fields, but we will not need this in our calculations below.

## Two-point functions and conformal blocks

We now consider the bulk two-point function. Here, we restrict to scalar primary operators of equal dimension $\Delta$ since that is what we will need below. However, in general, bulk two-point functions in a BCFT can be non-vanishing for any conformal weights $\left(h_{1}, \bar{h}_{1}\right)$ and $\left(h_{2}, \bar{h}_{2}\right)$. We discuss the general case in detail in $\$ 3.1 .2$.

By the doubling trick, the BCFT two-point function

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.17}
\end{equation*}
$$

of scalar operators with dimension $\Delta$ has the same functional form as a four-point function of chiral operators

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(z_{1}\right) \mathcal{O}_{2}\left(z_{2}\right) \mathcal{O}_{3}\left(\bar{z}_{2}\right) \mathcal{O}_{4}\left(\bar{z}_{1}\right)\right\rangle \tag{3.18}
\end{equation*}
$$

[^34]where each operator has chiral weight $h=\Delta / 2$. Making use of 3.23) for the general form of such a correlator, we have that
\[

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}=\left[\frac{\eta}{4 y_{1} y_{2}}\right]^{\Delta} F(\eta) \tag{3.19}
\end{equation*}
$$

\]

where $F(\eta)$ is some function of the cross-ratio

$$
\begin{equation*}
\eta=\frac{\left(z_{1}-\bar{z}_{1}\right)\left(z_{2}-\bar{z}_{2}\right)}{\left(z_{1}-\bar{z}_{2}\right)\left(z_{2}-\bar{z}_{1}\right)} \tag{3.20}
\end{equation*}
$$

The function $F$ can be written more explicitly by making use of either the BOE or the bulk OPE for the operators in (3.19). Using the BOE for each operator in (3.19), the bulk two-point functions can be expressed as a sum of boundary two-point functions. In this way, the function $F(\eta)$ in 3.19 may be expressed as

$$
\begin{equation*}
F(\eta)=\sum_{I} \mathcal{B}_{\mathcal{O}_{1}}^{b I} \mathcal{B}_{\mathcal{O}_{2} I}^{b} \mathcal{F}\left(c, \Delta_{I}, \Delta / 2 \mid \eta\right) \tag{3.21}
\end{equation*}
$$

for a sum over boundary primary operators, while $\mathcal{F}\left(c, \Delta_{I}, \Delta / 2 \mid \eta\right)$ gives the contribution of a single boundary primary operator and all of its Virasoro descendants. We show in $\$ 3.1 .2$ that this function is the usual conformal block appearing in the expansion of a chiral four-point function of operators with equal conformal weight $h=\Delta / 2 \cdot{ }^{10}$

We can alternatively use the bulk OPE to reduce the BCFT two-point function (3.19) to a sum of one-point functions. This leads to an alternative expression for $F(\eta)$,

$$
\begin{equation*}
F(\eta)=\sum_{i} \mathcal{C}_{\mathcal{O}_{1} \mathcal{O}_{2}}^{i} \mathcal{A}_{i}^{b} \mathcal{F}\left(c, \Delta_{I}, \Delta / 2 \mid 1-\eta\right) \tag{3.22}
\end{equation*}
$$

Here, $\mathcal{F}$ is the same chiral conformal block as in (3.21), as we show in $\$ 3.1 .2$ The equivalence of the expressions (3.21) and (3.22) is a BCFT version of the usual crossing symmetry constraints; in this case, we have a relation between bulk OPE coefficients and

[^35]boundary operator expansion coefficients.

### 3.1.2 BCFT two-point functions from Virasoro conformal blocks*

In this section, we briefly review the structure of four-point functions of chiral operators and their expansion in terms of Virasoro conformal blocks, and then argue that the same objects form the building blocks of two-point functions in boundary conformal field theories.

## Chiral four-point functions and conformal blocks

In a 2D CFT, for operators $\phi_{i}$ with chiral dimensions $h_{i}$, the global conformal symmetry implies that the four-point function takes the form

$$
\begin{equation*}
\left\langle\phi_{1}\left(z_{1}\right) \phi_{2}\left(z_{2}\right) \phi_{3}\left(z_{3}\right) \phi_{4}\left(z_{4}\right)\right\rangle=\left(\frac{z_{24}}{z_{14}}\right)^{h_{1}-h_{2}}\left(\frac{z_{14}}{z_{13}}\right)^{h_{3}-h_{4}} \frac{\eta^{h_{1}+h_{2}}}{\left(z_{12}\right)^{h_{1}+h_{2}}\left(z_{34}\right)^{h_{3}+h_{4}}} F(\eta), \tag{3.23}
\end{equation*}
$$

where $z_{i j}=z_{i}-z_{j}$ and $F$ is some function of the single cross-ratio $\eta=z_{12} z_{34} /\left(z_{13} z_{24}\right)$. We can define $F$ as

$$
\begin{equation*}
F(\eta)=\lim _{z_{\infty} \rightarrow \infty}(-1)^{h_{1}+h_{2}+h_{3}+h_{4}} z_{\infty}^{2 h_{4}}\left\langle\phi_{1}(0) \phi_{2}(\eta) \phi_{3}(1) \phi_{4}\left(z_{\infty}\right)\right\rangle . \tag{3.24}
\end{equation*}
$$

We can express $\mathcal{F}$ in terms of the OPE data for the CFT and a standard set of functions by expanding the products $\phi_{1}\left(z_{1}\right) \phi_{2}\left(z_{2}\right)$ and $\phi_{3}\left(z_{3}\right) \phi_{4}\left(z_{4}\right)$ using (3.16). In this case, the four point function reduces to a sum of two-point functions of intermediate operators,

$$
\begin{equation*}
F(\eta)=\sum_{i} C_{12}^{i} C_{34}^{i} \mathcal{F}\left(c, h ;\left[h_{1}, h_{2}, h_{3}, h_{4}\right] \mid \eta\right) . \tag{3.25}
\end{equation*}
$$

The conformal blocks $\mathcal{F}\left(c, h ;\left[h_{1}, h_{2}, h_{3}, h_{4}\right] \mid \eta\right)$ are specific functions which depend only on the central charge, the dimensions $h_{i}$ of the external operators, and the "internal" dimension $h$. These give the contribution to the four-point function from a primary operator of weight $h$ and all of its Virasoro descendants. The block has a simple behavior in the
limit $\eta \rightarrow 0$, where we have

$$
\begin{equation*}
\mathcal{F}\left(c, h ;\left[h_{1}, h_{2}, h_{3}, h_{4}\right] \mid \eta \rightarrow 0\right) \sim \eta^{h-h_{1}-h_{2}} . \tag{3.26}
\end{equation*}
$$

## BCFT two-point function

We now consider the two-point function of bulk operators in a BCFT defined on the upper-half-plane

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.27}
\end{equation*}
$$

As we discussed in $\$ 3.1 .1$, this has the kinematics of a chiral four-point function. We will show this somewhat more carefully here, and see that we can expand the two-point function in either a bulk channel or a boundary channel in terms of the chiral conformal blocks defined above.

## One-point functions for scalar Virasoro descendants

To begin, it will be useful to compute one-point functions for scalar global primaries that are themselves Virasoro descendants. Consider, in particular, a Virasoro primary operator $\mathcal{O}_{h, \bar{h}}(z, \bar{z})$ and state $|h, \bar{h}\rangle$ for the CFT on $\mathbb{S}^{1}$ associated to it by the state-operator correspondence. We denote an operator $\mathcal{O}_{h, \bar{h}}^{\alpha, \beta}(0)$ which creates the Virasoro descendants of this state $V_{\alpha}^{h} \bar{V}_{\beta}^{\bar{h}}|h, \bar{h}\rangle$. Here, $V_{\alpha}^{h}$ and $V_{\beta}^{\bar{h}}$ are polynomials in $L_{-n}$ and $\bar{L}_{-n}$ respectively chosen so that these states give an orthonormal basis of the Verma module $\sqrt{11}$

$$
\begin{equation*}
\left\langle\mathcal{O}_{h, \bar{h}}^{\alpha^{\prime}, \beta^{\prime}}(\infty) \mathcal{O}_{h, \bar{h}}^{\alpha, \beta}(0)\right\rangle=\langle h, \bar{h}| V_{\alpha^{\prime}}^{h, \dagger} \bar{V}_{\beta^{\prime}}^{\bar{h}, \dagger} V_{\alpha}^{h} \bar{V}_{\beta}^{\bar{h}}|h, \bar{h}\rangle=\delta_{\alpha \alpha^{\prime}} \delta_{\beta \beta^{\prime}} \tag{3.28}
\end{equation*}
$$

We can re-express the same operators in terms of local operators $\mathcal{O}_{h, h}^{\alpha_{i}, \beta_{i}}\left(z_{i}, \bar{z}_{i}\right)$ at arbitrary points $z_{1}, z_{2}$ by the use of a global conformal transformation that maps $(\infty, 0)$ to $\left(z_{1}, z_{2}\right)$. We then have

$$
\begin{equation*}
\left\langle\mathcal{O}_{h, \bar{h}}^{\alpha_{1}, \beta_{1}}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{h, \bar{h}}^{\alpha_{2}, \beta_{2}}\left(z_{2}, \bar{z}_{2}\right)\right\rangle=\delta_{\alpha_{1} \alpha_{2}} \delta_{\beta_{1} \beta_{2}} . \tag{3.29}
\end{equation*}
$$

[^36]Note that the form of each local descendant operator depends explicitly on both points $z_{1}, z_{2}$, and not just implicitly on one point through the local primary. These operators are only orthogonal precisely at the points $z_{1}, z_{2}$ (and form an orthogonal basis of operators in the 'North-South' quantization between these two points).

Next, we require a somewhat more refined version of the doubling trick. We have seen that a correlator

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{1} \bar{h}_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \mathcal{O}_{h_{n} \bar{h}_{n}}\left(z_{n}, \bar{z}_{n}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.30}
\end{equation*}
$$

of bulk CFT operators $\mathcal{O}_{h_{k}} \bar{h}_{k}$ with conformal weights $\left(h_{k}, \bar{h}_{k}\right)$ is constrained to have the same functional form as chiral CFT correlators

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{1}}\left(z_{1}\right) \cdots \mathcal{O}_{h_{n}}\left(z_{n}\right) \mathcal{O}_{\bar{h}_{1}}\left(\bar{z}_{1}\right) \cdots \mathcal{O}_{\bar{h}_{n}}\left(\bar{z}_{n}\right)\right\rangle \tag{3.31}
\end{equation*}
$$

Similarly, a correlator of descendants

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{1} h_{1} \bar{h}_{1}}^{\alpha_{1} \beta_{1}}\left(z_{1}, \bar{z}_{1}\right) \cdots \mathcal{O}_{h_{n} h_{n}}^{\alpha_{n}, \beta_{n}}\left(z_{n}, \bar{z}_{n}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.32}
\end{equation*}
$$

takes the same functional form as

$$
\begin{equation*}
\left\langle\mathcal{O}_{h_{1}}^{\alpha_{1}}\left(z_{1}\right) \cdots \mathcal{O}_{h_{n}}^{\alpha_{n}}\left(z_{n}\right) \mathcal{O}_{\bar{h}_{1}}^{\beta_{1}}\left(\bar{z}_{1}\right) \cdots \mathcal{O}_{\bar{h}_{n}}^{\beta_{n}}\left(\bar{z}_{n}\right)\right\rangle . \tag{3.33}
\end{equation*}
$$

Then, taking $\mathcal{O}_{h}(z)$ to be a primary operator in some CFT such that ${ }^{12}$

$$
\begin{equation*}
\left\langle\mathcal{O}_{h, h}(z, \bar{z})\right\rangle_{\mathrm{UHP}}^{b}=\mathcal{A}_{h}^{b}\left\langle\mathcal{O}_{h}(\bar{z}) \mathcal{O}_{h}(z)\right\rangle=\frac{\mathcal{A}_{h}^{b}}{|z-\bar{z}|^{2 h}} \tag{3.34}
\end{equation*}
$$

we have that

$$
\begin{align*}
\left\langle\mathcal{O}_{h, h}^{\alpha, \beta}(z, \bar{z})\right\rangle_{\mathrm{UHP}}^{b} & =\mathcal{A}_{h}^{b}\left\langle\mathcal{O}_{h}^{\alpha}(z) \mathcal{O}_{h}^{\beta}(\bar{z})\right\rangle \\
& =\delta_{\alpha \beta} \mathcal{A}_{h}^{b} \tag{3.35}
\end{align*}
$$

where here the descendant indices are labeling the orthogonal basis of states for the pair

[^37]of points $z, \bar{z}$.

## Bulk channel expression for the two-point function

We can now derive a bulk-channel expression for the two-point function (3.27). First we will use the bulk state-operator map (bulk OPE) to insert a complete set of bulk states (in this 'North-South' quantization between $z_{3}$ and $\bar{z}_{3}$ )

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}=\sum_{i, \alpha, \beta}\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right) \mathcal{O}_{i}^{\alpha, \beta}\left(\bar{z}_{3}, z_{3}\right)\right\rangle\left\langle\mathcal{O}_{i}^{\alpha, \beta}\left(z_{3}, \bar{z}_{3}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.36}
\end{equation*}
$$

Using the form of the boundary one-point function (3.35), we can rewrite this as

$$
\begin{gather*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}=\sum_{\left\{i \mid h_{i}=\bar{h}_{i}\right\}, \alpha, \beta} \hat{\mathcal{C}}_{12}^{i} \mathcal{A}_{i}^{b} \times\left\langle\mathcal{O}_{h_{1}}\left(z_{1}\right) \mathcal{O}_{h_{2}}\left(z_{2}\right) \mathcal{O}_{h_{i}}^{\alpha}\left(\bar{z}_{3}\right)\right\rangle \\
\times\left\langle\mathcal{O}_{h_{i}}^{\alpha}\left(z_{3}\right) \mathcal{O}_{\bar{h}_{1}}\left(\bar{z}_{1}\right) \mathcal{O}_{\bar{h}_{2}}\left(\bar{z}_{2}\right)\right\rangle \tag{3.37}
\end{gather*}
$$

where we have pulled out the dynamical information in the OPE coefficients and expectation values.

The three-point functions, as written, are now purely kinematic, i.e. they represent the functional dependence of such a three-point function where the overall coefficient is taken to be one. Each sum over Virasoro descendants now can be seen to give a standard chiral Virasoro conformal block $\mathcal{F}\left(c, h ;\left[h_{1}, h_{2}, \bar{h}_{1}, \bar{h}_{2}\right] \mid z\right)$, so that the two-point function can be expanded in this bulk channel as

$$
\begin{align*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}= & \left(\frac{z_{21^{*}}}{z_{11^{*}}}\right)^{h_{1}-h_{2}}\left(\frac{z_{11^{*}}}{z_{12^{*}}}\right)^{\bar{h}_{2}-\bar{h}_{1}} \frac{z^{h_{1}+h_{2}}}{\left(z_{12}\right)^{h_{1}+h_{2}}\left(z_{2^{*} 1^{*} *}\right)^{\bar{h}_{1}+\bar{h}_{2}}} \\
& \times \sum_{i} \hat{\mathcal{C}}_{12}^{i} \mathcal{A}_{i}^{b} \mathcal{F}\left(c, h_{i} ;\left[h_{1}, h_{2}, \bar{h}_{1}, \bar{h}_{2}\right] \mid z\right) \tag{3.38}
\end{align*}
$$

and where we have written the conformal block in terms of the cross-ratio

$$
\begin{equation*}
z=\frac{z_{12} z_{2^{*} 1^{*}}}{z_{12^{*}} z_{21^{*}}} \tag{3.39}
\end{equation*}
$$

## Boundary channel expression for the two-point function

We can similarly expand the two-point function in the boundary channel. Here we insert a complete set of states corresponding to the expansion of the bulk operators in terms of the boundary operator expansion. The boundary state-operator mapping gives a complete set of states in terms of boundary operators which appear in representations of the surviving diagonal Virasoro symmetry. We thus insert a complete set of orthonormal states of the form

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}=\sum_{I, \alpha}\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \tilde{V}_{\alpha}^{\hat{h}_{I}} \mid \hat{h}_{I}\right\rangle_{\mathrm{UHP}}^{b}\left\langle\hat{h}_{I} \mid \tilde{V}_{\alpha}^{\hat{h}_{I} \dagger} \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b} . \tag{3.40}
\end{equation*}
$$

Using the doubling trick to account for the representation of bulk operators under the boundary Virasoro operators, we can rewrite this as

$$
\begin{array}{r}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}=\sum_{I, \alpha} \mathcal{B}_{1 h}^{b} \mathcal{B}_{2 h}^{b}\left\langle\mathcal{O}_{h_{1}}\left(z_{1}\right) \mathcal{O}_{\bar{h}_{1}}\left(z_{1}^{*}\right) V_{\alpha}^{\hat{h}_{I}} \mid \hat{h}_{I}\right\rangle \\
\times\left\langle\hat{h}_{I} \mid V_{\alpha}^{\hat{h}_{I} \dagger} \mathcal{O}_{h_{2}}\left(z_{2}\right) \mathcal{O}_{\bar{h}_{2}}\left(z_{2}^{*}\right)\right\rangle, \tag{3.41}
\end{array}
$$

where we have pulled out the dynamical information in the coefficients. The remaining three-point functions, as written, are now purely kinematic. Again we recognize that this sum over Virasoro descendants is the standard bulk chiral Virasoro conformal block $\mathcal{F}\left(c, h ;\left[h_{1}, \bar{h}_{1}, h_{2}, \bar{h}_{2}\right] \mid \eta\right)$, giving

$$
\begin{align*}
\left\langle\mathcal{O}_{1}\left(z_{1}, \bar{z}_{1}\right) \mathcal{O}_{2}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}= & \left(\frac{z_{1^{*} 2}}{z_{12}}\right)^{h_{1}-\bar{h}_{1}}\left(\frac{z_{12}}{z_{12^{*}}}\right)^{\bar{h}_{2}-h_{2}} \frac{\eta^{h_{1}+\bar{h}_{1}}}{\left(z_{11^{*}}\right)^{h_{1}+\bar{h}_{1}}\left(z_{22^{*}}\right)^{h_{2}+\bar{h}_{2}}} \\
& \times \sum_{I} \mathcal{B}_{1 I}^{b} \mathcal{B}_{2 I}^{b} \mathcal{F}\left(c, h ;\left[h_{1}, \bar{h}_{1}, h_{2}, \bar{h}_{2}\right] \mid \eta\right) \tag{3.42}
\end{align*}
$$

where we have used the cross-ratio

$$
\begin{equation*}
\eta=1-z \tag{3.43}
\end{equation*}
$$

### 3.2 Holographic BCFT entanglement entropies

In this section, we review the holographic calculation of entanglement entropies for subsystems of BCFTs with gravitational duals, or for states of holographic CFTs defined via Euclidean BCFT path integrals. These are the results that we will try to understand via direct CFT calculations in the next section.

### 3.2.1 Holographic BCFTs

Certain BCFTs have a dual gravitational description. These correspond to holographic CFTs defined on a space $M$ with boundary $\partial M$, and a boundary condition perhaps obeying additional constraints so that the theory remains holographic. The dual geometries are asymptotically AdS with boundary geometry $M$, but the bulk physics associated with $\partial M$ can be different depending on the choice of boundary condition.

For a $d$-dimensional CFT, we can have an effective "bottom up" description of the gravity dual as a $(d+1)$-dimensional asypmtotically AdS spacetime with an end-of-the-world (ETW) brane extending from $\partial M$ [107, 59, 58, 108]. However, in "top down" microscopic examples (see for instance [103, 104, 109, 110, 111, 112]), the dual can be a smooth higher-dimensional geometry. In this case, the ETW brane in the lower-dimensional description represents the smooth degeneration of an internal dimension.

The simplest possible gravitational dual has an ETW brane coupling only to the bulk metric field. Its action is taken to include a boundary cosmological constant (interpreted as the brane tension) and a Gibbons-Hawking term involving the trace of the extrinsic curvature. The details of the action and equation of motion, and all the solutions that we will require in this chapter, can be found in Chapter 2. A more general ansatz is an ETW brane action with coupling to additional bulk fields, e.g. light scalars.

### 3.2.2 Entanglement entropies for holographic BCFTs

We can use the Ryu-Takayanagi (RT) formula [37] to holographically calculate the entanglement entropy for spatial subsystems. As usual, the entropy (at leading order in the $1 / \mathrm{c}$
expansion) is given as

$$
\begin{equation*}
S_{A}=\frac{1}{4 G} \operatorname{Area}(\tilde{A}) \tag{3.44}
\end{equation*}
$$

where $\tilde{A}$ is the minimal area extremal surface in the dual geometry homologous to the boundary region $A$.

A new feature of entanglement entropy for holographic BCFTs is that the RT surfaces can end on the ETW brane [59]. Here, we should keep in mind that the ETW brane itself represents a part of the bulk geometry. The homology condition says that the RT surface $\mathcal{X}_{A}$ for a region $A$ on the boundary, together with the region $A$ itself, should be the boundary of a region $\Xi_{A}$ of the bulk spacetime: $\partial \Xi_{A}=A \cup \mathcal{X}_{A}$. But when applying this condition, the ETW brane should be considered as part of this bulk spacetime region $\Xi_{A}$, rather than an additional contribution to the boundary. As a result, we can have a disconnected RT surface for a connected boundary region, as shown in figure 3.

## BCFT vacuum state on a half space

As an example, consider the vacuum state of a two-dimensional BCFT on a half-space $x>0$. Here, the $\mathrm{SO}(1,2)$ symmetry preserved by the BCFT should be reflected in the dual geometry. Generally, this gives a warped product of $\mathrm{AdS}_{2}$ and an internal space, such that the full geometry has an asymptotic region that is locally $\mathrm{AdS}_{3}$ times some internal space, with boundary geometry equal to the half-space on which the CFT lives. In general, we can write the metric as

$$
\begin{equation*}
\mathrm{d} s_{\mathcal{M}}^{2}=\ell_{\text {AdS }}^{2}\left[\hat{g}_{i j}(\mu) \mathrm{d} \mu_{i} \mathrm{~d} \mu_{j}+\frac{f(\mu)}{z^{2}}\left(\mathrm{~d} z^{2}-\mathrm{d} t^{2}\right)\right] . \tag{3.45}
\end{equation*}
$$

Microscopic solutions of this type were constructed in [103, 104].
We can also give a lower dimensional description (at least in the vicinity of the boundary), where we reduce on the internal space so that the internal metric is represented via scalars and vectors. In this case, we can write

$$
\begin{equation*}
\mathrm{d} s_{\mathcal{M}}^{2}=\ell_{\mathrm{AdS}}^{2}\left[\mathrm{~d} \mu^{2}+\frac{f(\mu)}{z^{2}}\left(\mathrm{~d} z^{2}-\mathrm{d} t^{2}\right)\right], \tag{3.46}
\end{equation*}
$$



Figure 3.1: Holographic calculation of entanglement entropy for an interval $A$ containing the boundary. The RT surface $\tilde{A}$ sits at a fixed location on the $\mathrm{AdS}_{2}$ fibers of the dual geometry. Here $A$ is homologous to $\tilde{A}$ since the ETW brane represents a smooth part of full microscopic geometry.
where $f(\mu) \rightarrow \cosh ^{2}\left(\mu / \ell_{\text {AdS }}\right)$ as we approach the asymptotic boundary at $\mu=-\infty$ so that the metric is asymptotically $\mathrm{AdS}_{3}$. In general, the scalar fields in the geometry can be functions of the coordinate $\mu$.

In the simplest effective bulk theory, there is an ETW brane with stress-energy tensor $8 \pi G T_{a b}=-T g_{a b} / \ell_{\text {AdS }}$ [107, [59], and bulk geometry pure AdS, with $f(\mu)=\cosh ^{2}\left(\mu / \ell_{\text {AdS }}\right)$. The brane sits at $\mu_{\max }=\operatorname{arctanh}(T)$. Here, the coordinate $\mu$ is related to the angular coordinate $\theta$ in a polar-coordinate description of Poincaré-AdS by $1 / \cos (\theta)=\cosh (\mu)$, so the brane goes into the bulk at a constant angle $\theta=\arcsin (T)$, as shown in Fig. 3.1.

## Entanglement entropy for an interval including the boundary

We now consider the entanglement entropy for an interval in the half-space. In the case of an interval $[0, L]$ containing the boundary, we expect the universal form (3.1) for the entanglement entropy. In the holographic calculation with the general metric 3.45), the RT surface sits at a constant position on the $\mathrm{AdS}_{2}$ fiber, so the entanglement entropy is

$$
\begin{equation*}
S=\frac{1}{4 G} \int_{z>\epsilon} \mathrm{d}^{d+1} x \sqrt{\hat{g}} \tag{3.47}
\end{equation*}
$$

where $z$ is the Fefferman-Graham radial coordinate and $d$ is the dimension of the internal space. We can regulate this by subtracting off half the area of the entangling surface of an


Figure 3.2: Holographic calculation of entanglement entropy for an interval $A$ away from the boundary. The RT surface has two possible topologies, a connected (solid curve) and disconnected (dashed curves).
interval of length $2 L$ in vacuum AdS, so

$$
\begin{equation*}
S=\left[\frac{\ell_{\mathrm{AdS}}^{d+1}}{4 G} \int_{z>\epsilon} \mathrm{d}^{d} \mu_{i} \sqrt{\hat{g}}-\frac{\ell_{\mathrm{AdS}}^{d+1}}{4 G} \int_{z>\epsilon, x>0} \mathrm{~d}^{d} x \sqrt{\hat{g}_{\mathrm{AdS}}}\right]+\frac{\ell_{\mathrm{AdS}}^{d+1}}{4 G} \int_{z>\epsilon, x>0} \mathrm{~d}^{d} x \sqrt{\hat{g}_{\mathrm{AdS}}}, \tag{3.48}
\end{equation*}
$$

where $\hat{g}_{\text {AdS }}$ is the metric for pure $A d S$. In this expression, the term in square brackets has a finite limit as $\epsilon \rightarrow 0$, independent of $L$, while the second term gives $\frac{c}{6} \log \left(\frac{2 L}{\epsilon}\right)$. Thus, we reproduce (3.1), with the identification

$$
\begin{equation*}
g_{b}=\lim _{\epsilon \rightarrow 0}\left[\frac{\ell_{\mathrm{AdS}}^{d+1}}{4 G} \int_{z>\epsilon} \mathrm{d}^{d} x \sqrt{\hat{g}}-\frac{\ell_{\mathrm{AdS}}^{d+1}}{4 G} \int_{z>\epsilon, x>0} \mathrm{~d}^{d} x \sqrt{\hat{g}_{\mathrm{AdS}}}\right] . \tag{3.49}
\end{equation*}
$$

As an example, with a constant tension ETW brane, we have

$$
\begin{equation*}
g_{b}=\frac{\ell_{\mathrm{AdS}}}{4 G} \int_{0}^{\mu_{\max }} \mathrm{d} \mu=\frac{\ell_{\mathrm{AdS}}}{4 G} \operatorname{arctanh}(T)=\frac{c}{6} \operatorname{arctanh}(T) . \tag{3.50}
\end{equation*}
$$

This is the result of Takayanagi [59] relating the boundary entropy to brane tension.

## Entanglement entropy for an interval away from the boundary

Now consider the holographic calculation of entanglement entropy for an interval [ $x_{1}, x_{2}$ ] away from the boundary. In general, the CFT result for this entanglement entropy does not have a universal form. In the holographic calculation, we can have a phase transition
between two different possible RT surface topologies: a connected RT surface or a disconnected surface with both components ending on the ETW brane. The two topologies are shown in Fig. 3.2.

Let us consider these phases in more detail. In the disconnected case, the RT surface computing the entanglement entropy of an interval $\left[x_{1}, x_{2}\right]$ is the union of the RT surfaces associated with $\left[0, x_{1}\right]$ and $\left[0, x_{2}\right]$. Thus, to leading order in large $N$, we have that

$$
\begin{equation*}
S_{\left[x_{1}, x_{2}\right]}^{\mathrm{disc}}=S_{\left[0, x_{1}\right]}+S_{\left[0, x_{2}\right]}=\frac{c}{6} \log \left(\frac{2 x_{1}}{\epsilon}\right)+\frac{c}{6} \log \left(\frac{2 x_{2}}{\epsilon}\right)+2 g_{b} \tag{3.51}
\end{equation*}
$$

This result makes use only of the disconnected topology of the RT surface, so is a universal result for the disconnected phase in any holographic theory. In the connected phase (expected to apply when the interval is sufficiently far from the CFT boundary), there is in general no simple universal result for the entanglement entropy. We need to find an RT surface in the dual geometry, and the calculation of this surface will depend on the details of the metric $\hat{g}$ appearing in (3.45).

For certain boundary conditions, it may be that the dual gravitational theory is welldescribed by an ETW brane with only gravitational couplings. In this case, the dual geometry is locally $\mathrm{AdS}_{3}$, and the calculation of entanglement entropy for the interval will be the same as the holographic calculation of vacuum entanglement entropy for the same interval in the CFT without a boundary. Thus, we have

$$
\begin{equation*}
S_{\left[x_{1}, x_{2}\right]}^{\mathrm{conn}}=\frac{c}{3} \log \left(\frac{x_{2}-x_{1}}{\epsilon}\right) . \tag{3.52}
\end{equation*}
$$

Below, we will try to understand what conditions must be satisfied in the BCFT in order that this result is correct.

In cases where (3.51) and (3.52) give the correct results for the two possible RT-surface topologies, the actual entanglement entropy will be computed by taking the minimum of these two results. We find that the disconnected surface gives the correct result for the
entanglement entropy when

$$
\begin{equation*}
\log \left[\frac{1}{2}\left(\sqrt{\frac{x_{2}}{x_{1}}}-\sqrt{\frac{x_{1}}{x_{2}}}\right)\right]>\frac{6 g_{b}}{c} \tag{3.53}
\end{equation*}
$$

so that for a fixed interval size, we have a phase transition as the location of the interval relative to the boundary is varied. In the more general case where the bulk geometry is not locally AdS, there is no explicit result for the entanglement entropy in the connected phase and (3.53) does not apply. However, we expect that the qualitative behavior of the entanglement entropy is similar, with a transition to the disconnected phase as the interval approaches the boundary. We can view this as a prediction for the behavior of entanglement entropy in holographic BCFTs. One of our main goals below will be to understand the existence of this transition via a direct CFT calculation.

Before turning to the machinery of CFTs, we review a closely related holographic calculation involving a black hole. The transition in RT surfaces takes us between phases where the entanglement wedge of the CFT region under consideration does or does not include a portion of the black hole interior.

In more detail, consider a CFT on $\mathbb{S}^{1}$, in the state $\left|b, \tau_{0}\right\rangle$ defined via the Euclidean path integral (3.3). We can consider the entanglement entropy for an interval of angular size $\Delta \theta$ in this state, at some fixed Lorentzian time. As described in [86, 1], for small enough $\tau_{0}$, this is a high-energy pure state of the CFT and the dual geometry is expected to be black hole. Assuming that the bulk effective gravitational theory for the BCFT involves a purely gravitational ETW brane of tension $T$, it was shown in [86, 1] that the dual geometry for $T>0$ is a portion of the maximally-extended AdS-Schwarzchild geometry. The black hole interior terminates on a spherically-symetric ETW brane with a time-dependent radius, as shown in Fig. 4.14.

In this case, the geometry outside the horizon is pure AdS-Schwarzchild. In the connected phase, which dominates for small enough $\Delta \theta$, the RT surface lies entirely outside the horizon and gives a time-independent entanglement entropy

$$
\begin{equation*}
S^{\mathrm{conn}}=\frac{c}{3} \log \left[\frac{4 \tau_{0}}{\pi \epsilon} \sinh \left(\frac{\pi \Delta \theta}{4 \tau_{0}}\right)\right] \tag{3.54}
\end{equation*}
$$



Figure 3.3: The dual geometry for $\left|b, \tau_{0}\right\rangle$ for sufficiently small $\tau_{0}$ is a portion of the maximally-extended AdS-Schwarzchild geometry, cut off by a spherically symmetric ETW brane. The pictures on the right show the spatial slice at $t=0$ and the connected and disconnected topologies for the RT surface corresponding to a large interval on the boundary circle.
where we take the circumference of the CFT circle to be 1 .
For small enough $\tau_{0}$, large-enough interval size $\Delta \theta$, and time $t$ sufficiently close to 0 (when the state is prepared) we also have a disconnected phase, where the RT surface is a union of two surfaces at fixed angular position that enter the horizon and terminate on the ETW brane. Here, we find that

$$
\begin{equation*}
S^{\mathrm{disc}}=\frac{c}{3} \log \left[\frac{4 \tau_{0}}{\epsilon \pi} \cosh \left(\frac{\pi t}{2 \tau_{0}}\right)\right]+2 g_{b} \tag{3.55}
\end{equation*}
$$

This is smaller than the connected result (and thus represents the actual entanglement entropy) when

$$
\begin{equation*}
\sinh \left(\frac{\pi \Delta \theta}{4 \tau_{0}}\right) \geq \cosh \left(\frac{\pi t}{2 \tau_{0}}\right) e^{\frac{6 g_{b}}{c}} \tag{3.56}
\end{equation*}
$$

When this condition is satisfied, the entanglement wedge of the interval includes a portion of the black hole interior, and hence the entanglement entropy probes the interior geometry. For late times, the connected phase always dominates. This is consistent with the expectation that the state will thermalize, so that the entanglement entropy for a subsystem gives the thermal result $t^{13}$

[^38]
### 3.3 BCFT calculation of entanglement entropies

In this section, we move on to our central task: performing a direct CFT calculation of entanglement entropy for one or more intervals in the vacuum state of a BCFT on a halfline, for the thermofield double state of two BCFTs, or for the CFT state $\left|b, \tau_{0}\right\rangle$ generated by a Euclidean BCFT path integral. We will argue that with certain assumptions, we can directly reproduce the holographic results described in the previous section.

### 3.3.1 Entanglement entropy from correlation functions of twist operators

We begin by briefly recalling the CFT calculation of entanglement entropy (for more details, see [114]). We consider a CFT or BCFT on a spatial geometry $M$ in some state $|\Psi\rangle$, defined by a Euclidean path integral on a geometry $H$ with boundary $M$. We would like to calculate the entanglement entropy $S_{A}=-\operatorname{tr}\left(\rho_{A} \log \rho_{A}\right)$ for a region $A \subset M$.

The entanglement entropy can be obtained from a limit of $n$-Rényi entropies $S_{A}^{(n)}$ :

$$
\begin{equation*}
S_{A}=\lim _{n \rightarrow 1} S_{A}^{(n)}, \quad S_{A}^{(n)}:=\frac{1}{1-n} \log \operatorname{Tr}\left[\rho_{A}^{n}\right] . \tag{3.57}
\end{equation*}
$$

The matrix elements $\left\langle\phi_{A}^{-}\right| \rho_{A}\left|\phi_{A}^{+}\right\rangle$are calculated from the path integral on a space $(\bar{H} H)_{A}$ formed from gluing two copies of $H$ along the complement of $A$ in $M, \sqrt{14}$ where we set boundary conditions $\phi(x, \tau= \pm \epsilon)=\phi_{A}^{ \pm}$on either side of a cut $A$. The proper normalization is obtained by dividing by the same path integral without a cut along $A$.

The trace $\operatorname{Tr}\left[\rho_{A}^{n}\right]$ is then obtained by the path integral on a replica geometry $\mathcal{R}_{n}$ obtained by gluing $n$ copies of $(\bar{H} H)_{A}$ across the cut $A$, with the lower half of the cut on each copy glued to the upper half of the cut on the next copy, as shown in Fig. 3.4. Includ-
approximate global quenches of Vaidya type [113]. A phase transition in channel dominance leads to a shift in the gravitational saddle computing entanglement entropy, which in turn is responsible for maintaining unitarity. We thank Tarek Anous for discussion of this point.
${ }^{14}$ More precisely, the path integral corresponding to the second copy is the one associated with $\langle\Psi| ;$ any complex sources in the action should be conjugated.


Figure 3.4: Left. Three-replica geometry, $\mathcal{R}_{3}$, with a local field $\varphi$. Right. Individual copies $s$, with boundary conditions for $\varphi_{i}$ implemented by twists $\Phi_{3}, \bar{\Phi}_{3}$.
ing the proper normalization in the path integral expression for the density matrix gives

$$
\begin{equation*}
\operatorname{Tr}\left[\rho_{A}^{n}\right]=\frac{Z_{n}}{Z_{1}^{n}} \tag{3.58}
\end{equation*}
$$

where $Z_{n}$ is the partition function for the CFT on $\mathcal{R}_{n}$.
The ratio $Z_{n} / Z_{1}^{n}$ can be expressed as a correlation function of twist operators for a CFT/BCFT defined to be the product of $n$ copies of the original theory. A twist operator $\Phi_{n}(z)$ inserted at $z$ is defined via the path integral by inserting a branch cut ending at $z$, across which the fields in the $k$ th copy of the (B)CFT are identified with fields in the $(k+1)$-st copy as we move clockwise around the branch point. Similarly, an anti-twist operator $\bar{\Phi}_{n}(z)$ inserts a branch cut ending at $z$ across which fields in the $k$ th copy of the CFT/BCFT are identified with fields in the $(k-1)$-st copy as we move clockwise around the branch point.

In a CFT, every twist operator must come with an anti-twist operator, with the branch cut running between the two. For a BCFT, in contrast, we can have an unpaired twist operator, with the branch cut running between the operator insertion and the boundary. For both the CFT and BCFT, deforming the branch cut simply corresponds to changing the fundamental domain of the replica Riemann surface $\mathcal{R}_{n}$, as in Fig. 3.5.


Figure 3.5: Left. Deforming the contour of the fundamental domain of $\mathcal{R}_{n}$ for a CFT. Right. Performing the equivalent deformation on $\mathcal{R}_{n}$ for a BCFT.

## Two-point function of the twist operators in a CFT

The correlator $\left\langle\bar{\Phi}_{n}\left(x_{1}\right) \Phi_{n}\left(x_{2}\right)\right\rangle$ for the $n$-copy CFT on the real line with a branch cut running between $x_{1}$ and $x_{2}$ exactly computes the right-hand side of (3.58) for the case where $A$ is the interval $\left[x_{1}, x_{2}\right]$. The two point function takes a simple form, since as shown in [62], the twists fields $\Phi_{n}, \bar{\Phi}_{n}$ act like scalar primaries with scaling dimension

$$
\begin{equation*}
d_{n}:=\frac{c}{12}\left(n-\frac{1}{n}\right) \tag{3.59}
\end{equation*}
$$

and weights $h_{n}=\hat{h}_{n}=d_{n} / 2$. Thus, we have

$$
\begin{equation*}
\left\langle\bar{\Phi}_{n}\left(x_{1}\right) \Phi_{n}\left(x_{2}\right)\right\rangle \sim\left|x_{1}-x_{2}\right|^{-2 d_{n}} \tag{3.60}
\end{equation*}
$$

as we will derive again below.
To say more about the coefficient, we need to define the twist operators more precisely by specifying the behavior of the CFT at the branch points. As a specific regularization, we can consider instead the $n$-copy theory defined on a space obtained by removing a disk of radius $\epsilon$ centered at each branch point and placing boundary condition labelled by $a_{i}$ at
the $i$ th resulting circular boundary [67] The resulting path integral geometries for $Z_{n}$ (and $Z_{1}$ ) are then smooth. A conformal transformation

$$
\begin{equation*}
z \mapsto i \log \left(\frac{z-x_{2}}{z-x_{1}}\right) \tag{3.61}
\end{equation*}
$$

maps the original plane to a cylinder defined by the complex plane with identification $z \sim z+2 \pi$, and the branch cut $\left[x_{1}, x_{2}\right]$ mapping to $\operatorname{Re}(z)=\pi$.

For small $\epsilon$, the boundaries surrounding the branch points map to $z= \pm i \log \left[\left(x_{2}-\right.\right.$ $\left.\left.x_{1}\right) / \epsilon\right]$ up to corrections of order $\epsilon$. Thus, the path integral geoemtry is a cylinder of length $\tau=2 \log \left[\left(x_{2}-x_{1}\right) / \epsilon\right]$, with boundary condition $a_{1}, a_{2}$ at the two ends. The replica geometry is defined by gluing $n$ copies of this cylinder along the vertical branch cut, so corresponds to a cylinder with circumference $2 \pi n$. We can write the path integral on this space using boundary states as ${ }^{16}$

$$
\begin{equation*}
Z_{n}=\left\langle a_{2}\right| e^{-\frac{\tau}{2 \pi n} H}\left|a_{1}\right\rangle \tag{3.62}
\end{equation*}
$$

where $H$ is the Hamiltonian for the CFT on a circle of unit length. For large $\tau$, the operator inside approaches a projector to the vacuum state

$$
\begin{equation*}
e^{-\frac{\tau}{2 \pi n} H} \rightarrow e^{-\frac{\tau}{2 \pi n} E_{0}}|0\rangle\langle 0|, \tag{3.63}
\end{equation*}
$$

where $E_{0}=-\pi c / 6$ is the vacuum energy for a CFT on a circle of unit length.
Thus, we get

$$
\begin{equation*}
\left(Z_{n}\right)_{\epsilon \rightarrow 0}=\left(\frac{\left|x_{2}-x_{1}\right|}{\epsilon}\right)^{\frac{c}{6 n}}\left\langle a_{2} \mid 0\right\rangle\left\langle 0 \mid a_{1}\right\rangle . \tag{3.64}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\left\langle\bar{\Phi}_{n}\left(x_{1}\right) \Phi_{n}\left(x_{2}\right)\right\rangle=\frac{Z_{n}^{a, \epsilon}}{\left(Z_{1}^{a, \epsilon}\right)^{n}}=\left(\left\langle a_{2} \mid 0\right\rangle\left\langle 0 \mid a_{1}\right\rangle\right)^{(1-n)}\left(\frac{\left|x_{1}-x_{2}\right|}{\epsilon}\right)^{-2 d_{n}} \tag{3.65}
\end{equation*}
$$

[^39]Making use of this in (3.57) and 3.58) gives the standard result for the entanglement entropy of an interval. With our original definition of $\epsilon$, we have $c / 3 \log (L / \epsilon)+g_{a_{1}}+g_{a_{2}}$, however, it will be convenient to take $a_{1}=a_{2}=a$ and absorb the last two terms here into the definition of $\epsilon$.

## One-point function of the twist operator on a half space

In a BCFT, the twist operators also have a non-vanishing one-point function, related to the Rényi entropies for an interval $[0, x]$ in the vacuum state of the BCFT on a half-space $x \geq 0$. We can calculate this using the regularization defined above.

We will consider a BCFT on the UHP with boundary condition $b$ at $\operatorname{Im}(z)=0$, with the twist operator at $z_{1}=x_{1}+i y_{1}$ regulated by boundary condition $a$. The conformal transformation

$$
\begin{equation*}
z \mapsto i \log \left(\frac{z-z_{1}^{*}}{z-z_{1}}\right) \tag{3.66}
\end{equation*}
$$

maps the upper half-plane to a cylinder defined by the complex plane with identification $z \sim z+2 \pi$, where the boundary along the real axis maps to the interval $[0,2 \pi]$ on the real axis. The circle of radius $\epsilon$ regulating the twist operator maps (in the limit of small $\epsilon$ ) to a second end of the cylinder at $\operatorname{Im}(z)=\log \left(2 y_{1} / \epsilon\right)$.

Thus, the one-point function is $Z_{n} /\left(Z_{1}\right)^{n}$, where $Z_{n}$ is the partition function on a cylinder of circumference $2 \pi n$ and height $\tau=\log \left(2 y_{1} / \epsilon\right)$. Using the second equation in (3.65), we have that

$$
\begin{equation*}
\left\langle\Phi_{n}\left(z_{1}, \bar{z}_{n}\right)\right\rangle=\frac{Z_{n}}{\left(Z_{1}\right)^{n}}=(\langle a \mid 0\rangle\langle 0 \mid b\rangle)^{(1-n)}\left|\frac{2 y_{1}}{\epsilon}\right|^{-d_{n}} \tag{3.67}
\end{equation*}
$$

Interpreting the $\operatorname{Re}(z)$ direction as Euclidean time, this gives $\operatorname{tr}\left(\rho^{n}\right)$ for an interval [0, $\left.y_{1}\right]$ in the vacuum state of a BCFT on a half-space. From (3.57), the entanglement entropy associated with this density matrix is

$$
\begin{equation*}
S=\frac{c}{6} \log \left(\frac{2 y_{1}}{\epsilon}\right)+g_{a}+g_{b} \tag{3.68}
\end{equation*}
$$

The term $g_{a}$ in the regulator can be absorbed by a redefinition of $\epsilon$ to give the result $3.1 .{ }^{17}$ On the other hand, boundary entropy term $g_{b}$ is physical. It is equal to the difference between the BCFT entanglement entropy and the half the entanglement entropy in the parent CFT for an interval of length $2 y_{1}$, with twist regularization fixed.

### 3.3.2 Two-point function of twist operators on a half-space

We are now ready for our main calculation. We consider the correlator on the UHP of a twist operator at $z_{1}$ and an anti-twist operator at $z_{2}$. As discussed in $\S 3.1 .1$, we can express the two-point function here either as a sum of bulk one-point functions (the bulk channel), or as a sum of boundary two-point functions (the boundary channel), using the bulk OPE or the BOE respectively. We now consider these expressions explicitly.

## Boundary channel for the two-point function

The boundary channel for the BCFT two-point function is obtained by first expanding each operator using the BOE, so that the bulk two-point function becomes a sum of boundary two-point functions. The contribution of two-point functions involving all the operators in a multiplet of the Virasoro symmetry sums to a conformal block. Using the general result (3.19) with (3.21), we find

$$
\begin{equation*}
\left\langle\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b}=\left[\frac{\eta}{4 y_{1} y_{2}}\right]^{d_{n}} \sum_{I} \mathcal{B}_{\Phi I}^{b} \mathcal{B}_{\Phi I}^{b} \mathcal{F}\left(c, \Delta_{I}, d_{n} / 2 \mid \eta\right) \tag{3.69}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta=\frac{\left(z_{1}-\bar{z}_{1}\right)\left(z_{2}-\bar{z}_{2}\right)}{\left(z_{1}-\bar{z}_{2}\right)\left(z_{2}-\bar{z}_{1}\right)} \tag{3.70}
\end{equation*}
$$

and where $I$ indexes untwisted boundary operators in the $n$-fold product theory. As we reviewed in $\$ 3.3 .3$ the BOE coefficients here can be expressed in terms of correlators of boundary operators in the original BCFT ${ }^{18}$ Writing the cross ratio explicitly in terms of

[^40]real coordinates, we have
\[

$$
\begin{equation*}
\eta=\frac{4 y_{1} y_{2}}{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}+y_{2}\right)^{2}}=1-\frac{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}-y_{2}\right)^{2}}{\left(x_{1}-x_{2}\right)^{2}+\left(y_{1}+y_{2}\right)^{2}} \tag{3.71}
\end{equation*}
$$

\]

so we see that $\eta$ is a real number in $[0,1]$, with $\eta \rightarrow 1$ in the limit where $z_{1}$ and $z_{2}$ are much closer to each other than the boundary and $\eta \rightarrow 0$ in the limit where $z_{1}$ and $z_{2}$ are much closer to the boundary than to each other.

Consider the contribution from the term where only the boundary identity operator is kept in each BOE (3.14). This is equal to the disconnected term in the two-point function that factorizes into the product of one-point functions, and hence

$$
\begin{align*}
\left\langle\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}, \mathbf{1}}^{b} & =\frac{\mathcal{B}_{\Phi 1}^{b} \mathcal{B}_{\bar{\Phi} 1}^{b}}{\left[4 y_{1} y_{2}\right]_{n} d_{n}} \\
& =\frac{e^{2 g_{b}(1-n)} \epsilon^{2 d_{n}}}{\left[4 y_{1} y_{2}\right]^{d_{n}}}, \tag{3.72}
\end{align*}
$$

where we have read off $\mathcal{B}_{\Phi 1}^{b}$ from 3.67). In general, this contribution should dominate the correlator in the limit $\eta \rightarrow 0$, where the two operators approach the boundary.

## Bulk channel for the two-point function

We can obtain an alternative expression for the two-point function using the bulk OPE to express the product $\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)$ as a sum of bulk operators. This reduces the two-point function to a sum of one-point functions.

Using the general result $\sqrt{3.19}$ ) with $(3.22$ for this bulk-channel expression for the two-point function, we obtain

$$
\begin{align*}
\left\langle\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b} & =\left[\frac{\eta}{4 y_{1} y_{2}}\right]^{d_{n}} \sum_{i} C_{\Phi_{n} \bar{\Phi}_{n}}^{i} \mathcal{A}_{i}^{b} \mathcal{F}\left(c, h_{i}, d_{n} / 2 \mid 1-\eta\right) \\
& =\left[\frac{1-\eta}{\left|z_{1}-z_{2}\right|^{2}}\right]^{d_{n}} \sum_{i} C_{\Phi_{n} \bar{\Phi}_{n}}^{i} \mathcal{A}_{i}^{b} \mathcal{F}\left(c, h_{i}, d_{n} / 2 \mid 1-\eta\right) \tag{3.73}
\end{align*}
$$

where $i$ indexes untwisted operators in the $n$-fold product CFT. Again, it will be useful
below to note the contribution where we keep only the bulk identity operator term in the OPE (3.16):

$$
\begin{align*}
\left\langle\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}, \mathbf{1}}^{b} & =\frac{C_{\Phi_{n} \bar{\Phi}_{n}}^{1} \mathcal{A}_{1}^{b}}{\mid z_{1}-z_{2} 2^{2 d_{n}}} \\
& =\frac{\epsilon^{2 d_{n}}}{\left|z_{1}-z_{2}\right|^{2 d_{n}}}, \tag{3.74}
\end{align*}
$$

where we have used $\mathcal{A}_{1}^{b}=1$ and $C_{\Phi_{n} \bar{\Phi}_{n}}^{1}=\epsilon^{2 d_{n}}$ from 3.65 . This contribution should dominate the correlator in the limit $\eta \rightarrow 1$, where the two operators approach each other away from the boundary.

### 3.3.3 Boundary operator expansion for twist operators*

In this section, we relate the boundary operator expansion of the twist operator $\Phi_{n}$ in an $n$-copy BCFT to $n$-point functions of boundary operators in the original BCFT. Our discussion here is directly parallel to the discussion in $\S 4$ of [115] on contributions to the OPE coefficients of CFT twist operators.

Via radial quantization, a twist operator inserted at $z$ into an $n$-copy BCFT can be understood to give rise to some entangled state of this $n$-copy BCFT on an interval. By the state-operator correspondence, the same state can be obtained by the insertion of some operator at the origin. A basis of boundary operators for the $n$-copy BCFT may be written as $\mathcal{O}_{I_{1}} \otimes \cdots \otimes \mathcal{O}_{I_{n}}$, where $\mathcal{O}_{I}$ are a basis of boundary operators in the original BCFT. Thus, we can write that

$$
\begin{equation*}
\Phi_{n}(x+i y)=\sum_{\left\{I_{k}\right\}} \frac{1}{|2 y|^{d_{n}-\sum_{k} \Delta_{I_{k}}}} B_{I_{1} \cdots I_{n}}^{\Phi_{n}} \mathcal{O}_{I_{1}} \otimes \cdots \otimes \mathcal{O}_{I_{n}}(x) \tag{3.75}
\end{equation*}
$$

When the operators $\mathcal{O}_{I_{1}}$ are primary, the coefficient $B_{I_{1} \cdots I_{n}}^{\Phi_{n}}$ can be defined according to (3.13) via the bulk-boundary two-point function as

$$
\begin{aligned}
B_{I_{1} \cdots I_{n}}^{\Phi_{n}} & =2^{d_{n}-\sum_{k} \Delta_{I_{k}}}\left\langle\Phi_{n}(z=i) \mathcal{O}_{I_{1}} \otimes \cdots \otimes \mathcal{O}_{I_{n}}(0)\right\rangle \\
& =2^{d_{n}-\sum_{k} \Delta_{I_{k}}}\left\langle\Phi_{n}(i)\right\rangle \frac{\left\langle\Phi_{n}(i) \mathcal{O}_{I_{1}} \otimes \cdots \otimes \mathcal{O}_{I_{n}}(0)\right\rangle}{\left\langle\Phi_{n}(i)\right\rangle}
\end{aligned}
$$

$$
=2^{-\sum_{k} \Delta_{I_{k}}} \epsilon^{d_{n}} e^{g_{b}(1-n)} \frac{\left\langle\Phi_{n}(i) \mathcal{O}_{I_{1}} \otimes \cdots \otimes \mathcal{O}_{I_{n}}(0)\right\rangle}{\left\langle\Phi_{n}(i)\right\rangle} .
$$

To compute the ratio of correlators in the last line, consider the conformal transformation

$$
\begin{equation*}
w(z)=i\left(\frac{(z+i)^{n}+(z-i)^{n}}{(z+i)^{n}-(z-i)^{n}}\right) \tag{3.76}
\end{equation*}
$$

This takes the UHP to the $n$-sheeted UHP associated with the insertion of our twist operator. The points

$$
\begin{equation*}
x_{k} \equiv \cot \left(\pi \frac{2 k-1}{2 n}\right) \quad k=1, \ldots, n \tag{3.77}
\end{equation*}
$$

map to the origin on the various sheets. By this conformal transformation, we have that

$$
\begin{equation*}
\frac{\left\langle\Phi_{n}(i) \mathcal{O}_{I_{1}} \otimes \cdots \otimes \mathcal{O}_{I_{n}}(0)\right\rangle}{\left\langle\Phi_{n}(i)\right\rangle}=\prod_{k}\left(\frac{\mathrm{~d} w}{\mathrm{~d} z}\left(x_{k}\right)\right)^{-\Delta_{I_{k}}}\left\langle\prod_{k} \mathcal{O}_{I_{k}}\left(x_{k}\right)\right\rangle \tag{3.78}
\end{equation*}
$$

For the points $x_{k}$ where $w(z)=0$, we have that

$$
\begin{equation*}
\frac{\mathrm{d} w}{\mathrm{~d} z}\left(x_{k}\right)=\frac{n}{x_{k}^{2}+1}=n \sin ^{2}\left(\pi \frac{2 k-1}{2 n}\right) \tag{3.79}
\end{equation*}
$$

Combining everything, we have that

$$
\begin{equation*}
B_{I_{1} \cdots I_{n}}^{\Phi_{n}}=2^{-\sum_{k} \Delta_{I_{k}}} \epsilon^{d_{n}} e^{g_{b}(1-n)} \prod_{k}\left[n \sin ^{2}\left(\pi \frac{2 k-1}{2 n}\right)\right]^{-\Delta_{I_{k}}}\left\langle\prod_{k} \mathcal{O}_{I_{k}}\left(x_{k}\right)\right\rangle \tag{3.80}
\end{equation*}
$$

It is useful to note that the explicit dependence on $c$ appears as a universal prefactor,

$$
\begin{equation*}
B_{I_{1} \cdots I_{n}}^{\Phi_{n}}=\epsilon^{d_{n}} e^{g_{b}(1-n)} \bar{B}_{I_{1} \cdots I_{n}}^{\Phi_{n}} . \tag{3.81}
\end{equation*}
$$

For $n=2$, we see that the correlator vanishes unless $I_{1}=I_{2}$, and we have that

$$
\begin{equation*}
\bar{B}_{I I}^{\Phi_{2}}=\frac{1}{16^{\Delta_{I}}} \tag{3.82}
\end{equation*}
$$

For $n=3$, we have that

$$
\begin{equation*}
\bar{B}_{I J K}^{\Phi_{3}}=\frac{C_{I J K}}{3^{\frac{3}{2}\left(\Delta_{I}+\Delta_{J}+\Delta_{K}\right)}}, \tag{3.83}
\end{equation*}
$$

where we have used the standard result for a CFT three-point function.

### 3.3.4 Rényi entropy

We now use our results to calculate the Renyi entropy for an interval $A=\left[y_{1}, y_{2}\right]$ for the vacuum state of a BCFT on a half space $y>0$. This is related to the two-point function of twist operators on the upper half-plane as

$$
\begin{equation*}
e^{(1-n) S_{A}^{(n)}}=\left\langle\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b} \tag{3.84}
\end{equation*}
$$

where we take $z_{1}=\left(0, y_{1}\right)$ and $z_{2}=\left(0, y_{2}\right)$.

## Bulk and boundary limits

First, consider the Rényi entropy in the limits $\eta \rightarrow 0$ and $\eta \rightarrow 1$, where the twist operator two-point function is given by (3.72) and (3.74) respectively. In this case, we find that

$$
S_{A}^{(n)}= \begin{cases}\frac{c}{12} \frac{n+1}{n} \log \left(\frac{2 y_{1}}{\epsilon}\right)+\frac{c}{12} \frac{n+1}{n} \log \left(\frac{2 y_{2}}{\epsilon}\right)+2 g_{b} & \eta \rightarrow 0  \tag{3.85}\\ \frac{c}{6} \frac{n+1}{n} \log \left(\frac{\left|y_{2}-y_{1}\right|}{\epsilon}\right) & \eta \rightarrow 1\end{cases}
$$

Taking the $n \rightarrow 1$ limit, these give entanglement entropies

$$
S_{A}= \begin{cases}\frac{c}{6} \log \left(\frac{2 y_{1}}{\epsilon}\right)+\frac{c}{6} \log \left(\frac{2 y_{2}}{\epsilon}\right)+2 g_{b} & \eta \rightarrow 0  \tag{3.86}\\ \frac{c}{3} \log \left(\frac{\left|y_{2}-y_{1}\right|}{\epsilon}\right) & \eta \rightarrow 1\end{cases}
$$

We see that these precisely match the holographic results (3.51) and (3.52).
The result (3.51) is expected to be valid for any holographic CFT in some finite interval around $\eta=0$ where the RT surface is disconnected, while the result $(3.52)$ is expected to
be valid in a finite interval around $\eta=1$ in the case where the holographic theory can be modelled by a purely gravitational ETW brane. Thus, the results (3.86) have a much larger range of validity than we would naively expect from the CFT point of view. We would now like to understand from the CFT perspective how this larger range of validity for the vacuum results can arise.

## Entropies at large $c$

We begin with the general expressions (3.69) and (3.73) for the twist operator two-point function. General closed-form expressions for the conformal blocks are not known, but in the semiclassical limit $c \rightarrow \infty$, the chiral conformal blocks exponentiate [116], ${ }^{19}$

$$
\begin{equation*}
\mathcal{F}\left(c, h_{\mathrm{int}}, h \mid \eta\right) \stackrel{c \rightarrow \infty}{=} \exp \left[-\frac{c}{6} f\left(\frac{h_{\mathrm{int}}}{c}, \frac{h}{c}, \eta\right)\right] . \tag{3.87}
\end{equation*}
$$

The exponent $f$ is called the semiclassical block ${ }^{20}$ In our case of identical external weights, recursion relations for the block allow one to commute the limits $c \rightarrow \infty$ and $h_{\text {int }} / c, h / c \rightarrow 0$ [119, 65]. Hence, the semiclassical blocks associated to light internal operators $h_{\text {int }}=O\left(c^{0}\right)$ are just the vacuum (semiclassical) block:

$$
\begin{equation*}
f_{0}\left(\frac{h}{c}, \eta\right) \equiv f\left(0, \frac{h}{c}, \eta\right) \tag{3.88}
\end{equation*}
$$

We can apply these results to our two-point function of twist operators, for which all of the external dimensions are $d_{n} / 2$, and the central charge of the replicated CFT is $n c$.

We find that the $c \rightarrow \infty$ limit of the expressions (3.69) and (3.73) for the twist operator

[^41]two-point function in the boundary and bulk channels become
\[

$$
\begin{align*}
& \left\langle\Phi_{n}\left(z_{1}, \bar{z}_{1}\right) \bar{\Phi}_{n}\left(z_{2}, \bar{z}_{2}\right)\right\rangle_{\mathrm{UHP}}^{b} \\
& \quad=\left(\frac{\eta}{4 y_{1} y_{2}}\right)^{d_{n}}\left[\hat{\mathcal{D}}_{\mathbf{L}} e^{-\frac{n c}{6} f_{\hat{0}}\left(\frac{d_{n}}{2 n c}, \eta\right)}+\sum_{J_{\mathrm{H}}} \mathcal{B}_{\Phi J}^{b} \mathcal{B}_{\bar{\Phi} J}^{b} e^{-\frac{n c}{6} f\left(\frac{\Delta_{J}}{n c}, \frac{d_{n}}{2 n c}, \eta\right)}\right]  \tag{3.89}\\
& \quad=\left(\frac{\eta}{4 y_{1} y_{2}}\right)^{d_{n}}\left[\mathcal{D}_{\mathbf{L}} e^{-\frac{n c}{6} f_{0}\left(\frac{d_{n}}{2 n c}, 1-\eta\right)}+\sum_{j_{\mathrm{H}}} C_{\Phi_{n} \bar{\Phi}_{n}}^{j} \mathcal{A}_{j}^{b} e^{-\frac{n c}{6} f\left(\frac{h_{j}}{n c}, \frac{d_{n}}{2 n c}, 1-\eta\right)}\right], \tag{3.90}
\end{align*}
$$
\]

where $J_{\mathrm{H}}, j_{\mathrm{H}}$ range over heavy internal operators, and $\hat{\mathcal{D}}_{\mathrm{L}}$ and $\mathcal{D}_{\mathrm{L}}$ are degeneracy factors multiplying the vacuum channel:

$$
\begin{equation*}
\hat{\mathcal{D}}_{\mathrm{L}}=\sum_{J_{\mathrm{L}}} \mathcal{B}_{\Phi J}^{b} \mathcal{B}_{\bar{\Phi} J}^{b}, \quad \mathcal{D}_{\mathrm{L}}=\sum_{j_{\mathrm{L}}} C_{\Phi_{n} \bar{\Phi}_{n}}^{j} \mathcal{A}_{j}^{b} . \tag{3.91}
\end{equation*}
$$

As $c \rightarrow \infty$, the sums (3.89) and (3.90) should be dominated by the exponential with smallest exponent, if the coefficients of the exponential in the sum are not too large. More precisely, let us now make two assumptions:

1. The contribution of all heavy internal operators, in a neighbourhood around $\eta=0$ or $\eta=1$ in the respective channel, is exponentially suppressed in $c$. We will take heavy to mean any operators whose dimension scales as $O(c)$ or greater.
2. The degeneracy factors $\hat{\mathcal{D}}_{\mathrm{L}}, \mathcal{D}_{\mathrm{L}}$ are given by the vacuum contribution times some multiplicative correction that does not change the leading exponential in $c$ behaviour.

If the neighborhoods described in the first assumption meet at some point $\eta_{*}^{n}$, so that they cover the entire interval $\eta \in[0,1]$, we can conclude that large- $c$ behaviour of the correlator is given by the larger of the vacuum block contribution in the boundary channel or the vacuum block contribution in the bulk channel for the entire interval $\eta \in[0,1]$. This behaviour is commonly known as vacuum block dominance.

Under our first assumption of vacuum block dominance, the Rényi entropy for an
interval $\left[y_{1}, y_{2}\right]$ is given by

$$
S_{A}^{(n)}= \begin{cases}\frac{c}{6} \frac{n+1}{n} \log \left(y_{1}+y_{2}\right)+\frac{c}{6} \frac{n}{n-1} f_{0}\left(\frac{1}{24}\left(1-\frac{1}{n^{2}}\right), \frac{4 y_{1} y_{2}}{\left(y_{1}+y_{2}\right)^{2}}\right)+\frac{1}{1-n} \log \hat{\mathcal{D}}_{\mathrm{L}} & \eta<\eta_{*}^{n}  \tag{3.92}\\ \frac{c}{6} \frac{n+1}{n} \log \left(y_{1}+y_{2}\right)+\frac{c}{6} \frac{n}{n-1} f_{0}\left(\frac{1}{24}\left(1-\frac{1}{n^{2}}\right), \frac{\left(y_{1}-y_{2}\right)^{2}}{\left(y_{1}+y_{2}\right)^{2}}\right)+\frac{1}{1-n} \log \mathcal{D}_{\mathrm{L}}, & \eta>\eta_{*}^{n}\end{cases}
$$

where $\eta_{*}^{n}$ is the value of $\eta$ at which the lower expression becomes larger than the upper one. In the limit $n \rightarrow 1$, the behavior of the semiclassical vacuum block follows from the result that for small $\alpha=(n-1) / 12$ [65],

$$
\begin{equation*}
f_{0}(\alpha, \eta)=12 \alpha \log \eta+\mathcal{O}\left(\alpha^{2}\right) \tag{3.93}
\end{equation*}
$$

as we derive in §3.4.2.
Under our second assumption of vacuum block dominance, we have that (at order $c$ )

$$
\begin{aligned}
\lim _{n \rightarrow 1} \frac{1}{1-n} \log \hat{\mathcal{D}}_{\mathrm{L}} & =\lim _{n \rightarrow 1} \frac{1}{1-n} \log \left(\mathcal{B}_{\Phi 1}^{b} \mathcal{B}_{\bar{\Phi} \mathbf{1}}^{b}\right) \\
& =-\frac{c}{3} \log \epsilon+2 g_{b} \\
\lim _{n \rightarrow 1} \frac{1}{1-n} \log \mathcal{D}_{\mathrm{L}} & =\lim _{n \rightarrow 1} \frac{1}{1-n} \log \left(C_{\Phi_{n} \bar{\Phi}_{n}}^{1} \mathcal{A}_{\mathbf{1}}^{b}\right) \\
& =-\frac{c}{3} \log \epsilon
\end{aligned}
$$

up to contributions $O\left(c^{0}\right)$. Note that, by keeping the boundary entropy term, we are assuming that it, too, is $O(c)$.

Using these results and the results for the semiclassical blocks gives

$$
S_{A}=\lim _{n \rightarrow 0} S_{A}^{(n)}= \begin{cases}\frac{c}{6} \log \left(\frac{2 y_{1}}{\epsilon}\right)+\frac{c}{6} \log \left(\frac{2 y_{2}}{\epsilon}\right)+2 g_{b} & \eta<\eta_{*}  \tag{3.94}\\ \frac{c}{3} \log \left(\frac{\left|y_{2}-y_{1}\right|}{\epsilon}\right) & \eta>\eta_{*}\end{cases}
$$

where $\eta_{*}$ is the value of $\eta$ where the two expressions coincide. These are exactly the results (3.86) we obtained keeping only the contributions from boundary and bulk identity operators. Thus, we see that the assumption of vacuum block dominance provides the extended
range of validity for the formulas in (3.86, so that the results match our gravitational calculation with a purely gravitational ETW brane.

### 3.3.5 BCFT requirements for vacuum block dominance

Our expression in (3.94) now matches precisely the gravitational calculation, (3.51) and (3.52) for all $\eta$, at leading order in $c$. Following the previous work for bulk CFTs [65, 115], let us now explore what constraints our vacuum block dominance assumptions place on the spectrum and OPE data of the BCFT.

## Boundary channel

We begin with the disconnected phase in the boundary channel that dominates in a neighbourhood of $\eta=0$. Our first assumption held that the contribution of heavy boundary operators was exponentially suppressed in $c$ and does not contribute at leading order. We will examine this claim in a cascading series of steps, from heaviest to lightest operators.

First, looking at operators of dimension $O\left(c^{\alpha}\right)$ for $\alpha>1$, we find that agreement with the gravity calculation seems to place rather weak constraints on the BCFT. In particular, the convergence of the boundary OPE can be used in an exactly analogous manner to the convergence of the bulk OPE [120] to show that the contribution of all operators of dimension $\hat{\Delta}>O(c)$ is exponentially suppressed in the central charge.

We then need only worry about operators up to dimension $O(c)$. Define $\rho_{b, n}(\delta) \mathrm{d} \delta$ to be the number of untwisted $n$-fold product boundary operators with dimensions $\hat{\Delta} \in$ $c[\delta, \delta+\mathrm{d} \delta]$, and define a measure of the average twist-operator BOE coefficients by

$$
\begin{equation*}
\left|B_{n}(\delta)\right|^{2}=\frac{\sum_{\hat{\Delta}_{I} \in c[\delta, \delta+\mathrm{d} \delta]} \overline{\mathcal{B}}_{\Phi I}^{b} \overline{\mathcal{B}}_{\bar{\Phi} I}^{b}}{\sum_{\hat{\Delta}_{I} \in c[\delta, \delta+\mathrm{d} \delta]}}, \tag{3.95}
\end{equation*}
$$

where we have introduced $\overline{\mathcal{B}}_{\bar{\Phi} I}^{b}=\epsilon^{-d_{n}} e^{g_{b}(n-1)} \mathcal{B}_{\bar{\Phi} I}^{b}$ to remove a universal prefactor that appears in all the BOE coefficients (see $\$ 3.3 .3$ ). We can use the known small $\eta$ expansion
of the semiclassical block [65],

$$
\begin{equation*}
f\left(h_{\mathrm{int}}, h_{\mathrm{ext}}, \eta\right)=6\left(2 h_{\mathrm{ext}}-h_{\mathrm{int}}\right) \log \eta-\frac{h_{\mathrm{int}}}{2} \eta+O\left(\eta^{2}\right) \tag{3.96}
\end{equation*}
$$

to write the bracketed expression in (3.89) as

$$
\begin{equation*}
e^{-\frac{n c}{12}\left(1-\frac{1}{n^{2}}\right) \log \eta / \epsilon+2(1-n) g_{b}} \int_{0}^{O(1)} \mathrm{d} \delta \rho_{b, n}(\delta)\left|B_{n}(\delta)\right|^{2} e^{c \delta \log \eta+c \delta \eta+O\left(\eta^{2}\right)} \tag{3.97}
\end{equation*}
$$

In this expression, the heavy operators will not contribute to the order $c$ entanglement entropy if the integral over of any region bounded away from zero is exponentially suppressed in $c$ as compared to the integral near zero. This constrains the product of the density of operators appearing in the twist OPE and their OPE coefficients so as not to grow so quickly as to overcome the suppression from the block. For $\eta \ll 1$, this requires

$$
\begin{equation*}
\log \left(\rho_{b, n}(\delta)\left|B_{n}(\delta)\right|^{2}\right)<c \delta \log \left(\eta^{-1}\right) \quad \text { for } \quad \delta \gtrsim 0 \tag{3.98}
\end{equation*}
$$

In particular, requiring the CFT calculation to agree with the gravity result in an interval $0<\eta<\hat{\eta} \ll 1$ implies that $\rho_{b, n}(\delta)\left|B_{n}(\delta)\right|^{2}$ grows more slowly than $\exp (c \delta \log (1 / \hat{\eta}))$. Extending to a larger range with $\hat{\eta}$ not necessarily much less than 1 gives a stronger constraint, but the exact form requires more detailed knowledge of the semiclassical block.

Let us then focus on the lower limit of this integral and consider only operators of dimension less than $O\left(c^{\alpha}\right)$ for $\alpha<1$, where we can approximate the semiclassical block by the vacuum block for all operators, up to $O\left(c^{\alpha-1}\right)$ corrections. The gravity calculation predicts that the leading exponential in $c$ behavior of the result matches the vacuum channel contribution, so we require that

$$
\begin{equation*}
\sum_{I_{L}} \overline{\mathcal{B}}_{\Phi_{n} I}^{b} \overline{\mathcal{B}}_{\Phi_{n} I}^{b} \tag{3.99}
\end{equation*}
$$

is subexponential in $c{ }^{21}$ In $\$ 3.3 .3$, we recall that the coefficients $\overline{\mathcal{B}}_{\Phi_{n} I}^{b}$ can be expressed in

[^42]terms of $n$-point correlations functions of light boundary operators in the original BCFT, so this constraint can be translated into a constraint on the spectrum and $n$-point functions of the original BCFT. We consider the case $n=2$ in more detail below.

## Bulk channel

We can largely repeat the above analysis in the bulk channel. Again, we find only weak constraints on operators of dimension $O\left(c^{\alpha}\right)$ for $\alpha>1$. The convergence of the bulk OPE can be used now precisely as in [120] to show that the contribution of all operators of dimension $\Delta>O(c)$ is exponentially suppressed in the central charge. We then need only worry about operators up to dimension $O(c)$.

Define $\rho_{n}(\delta) \mathrm{d} \delta$ to be the number of bulk untwisted $n$-fold product operators with dimensions $\Delta \in c[\delta, \delta+\mathrm{d} \delta]$ and

$$
\begin{equation*}
A C_{b, n}(\delta)=\frac{\sum_{\Delta_{i} \in c[\delta, \delta+\mathrm{d} \delta]} \bar{C}_{\Phi \bar{\Phi}}^{i} \mathcal{A}_{i}^{b}}{\sum_{\Delta_{i} \in c[\delta, \delta+\mathrm{d} \delta]} 1} \tag{3.100}
\end{equation*}
$$

where $\bar{C}_{\Phi \bar{\Phi}}^{i}=\epsilon^{-2 d_{n}} C_{\Phi \bar{\Phi}}^{i}$. Then in this channel, we have

$$
\begin{equation*}
e^{-\frac{n c}{12}\left(1-\frac{1}{n^{2}}\right) \log (1-\eta) / \epsilon} \int_{0}^{O(1)} \mathrm{d} \delta \rho_{n}(\delta) A C_{b, n}(\delta) e^{c \delta \log (1-\eta)+c \delta(1-\eta)+O\left((1-\eta)^{2}\right)} \tag{3.101}
\end{equation*}
$$

For heavy operators to not contribute to the order $c$ entanglement entropy when $1-\eta \ll 1$, we require

$$
\begin{equation*}
\log \left(\rho_{n}(\delta) A C_{b, n}(\delta)\right)<c \delta \log (1-\eta)^{-1} \quad \text { for } \quad \delta \gtrsim 0 \tag{3.102}
\end{equation*}
$$

This is analogous to the boundary channel condition, but with $\eta \rightarrow 1-\eta$.
For operators with dimension $O\left(c^{\alpha}\right)$ for $\alpha<1$, assumption 2 must hold in order to match with from gravity with a purely gravitational ETW brane. This requires that for the light operators, the sum

$$
\begin{equation*}
\sum_{i_{L}} \bar{C}_{\Phi \bar{\Phi}}^{i} \mathcal{A}_{i}^{b} \tag{3.103}
\end{equation*}
$$

the order $c$ terms in the entropies match with the classical gravity calculation.
should be sub-exponential in $c$.

### 3.3.6 Constraints on holographic BCFTs

We have now spelled out explicitly a set of conditions on a BCFT that will ensure that the direct BCFT calculation of entanglement entropy matches with the gravity results in the holographic model with a purely gravitational ETW brane. However, we recall that the disconnected phase result (3.51) is universally valid for any holographic BCFT. Assuming that entanglement entropy has such a disconnected phase for some interval $\eta \in\left[0, \eta_{*}\right]$, as it does for the simple model, suggests that vacuum block dominance should hold for any holographic BCFT in an interval $\eta \in\left[0, \eta_{n}\right]$, where the upper end of the interval may depend on the Renyi index $n$.

From the results in the previous subsection, this implies a constraint

$$
\begin{equation*}
\log \left(\rho_{b, n}(\delta)\left|B_{n}(\delta)\right|^{2}\right)<c \beta^{*} \delta+O\left(c^{a}\right), \quad a<1 \tag{3.104}
\end{equation*}
$$

where the quantities in the left side were defined in (3.95) and the preceeding paragraph. Here our knowledge of the semiclassical block was not sufficient to fix the $O(1)$ coefficient $\beta^{*}$ in this bound. In addition, we have a constraint (3.99) on the light operators. We take these bounds to be novel constraints on which BCFTs can possibly have a gravitational dual.

Although we found an analogous bound

$$
\begin{equation*}
\log \left(\rho_{n}(\delta) A C_{b, n}(\delta)\right) \lesssim c \gamma^{*} \delta+O\left(c^{a}\right), \quad a<1 \tag{3.105}
\end{equation*}
$$

in the bulk channel, this should not be viewed as a constraint on the boundary expectation values $\mathcal{A}_{i}^{b}$. While the disconnected phase is universal and depends only on the boundary entropy, the connected phase depends on the gravitational background (e.g. whether we have backreacting scalars in the solution dual to the BCFT vacuum). The vacuum solution for the bulk CFT is unique, but in contrast, there is no unique gravitational solution consistent with the symmetries of the BCFT.

A useful diagnostic for the non-universal behaviour of entropy and the bulk back-
ground is when light operators have large, $O(c)$, expectation values that backreact on the gravitational solution:

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(x, y)\right\rangle_{\mathrm{UHP}}^{b}=\frac{\mathcal{A}_{i}^{b}}{(2 y)^{\Delta}}, \quad \mathcal{A}_{i}^{b} \sim c . \tag{3.106}
\end{equation*}
$$

Consistency with the large-c factorization in the bulk then implies there is a large family of "multi-trace" operators of the schematic form $\mathcal{O}^{m}$ with expectation values $\left\langle\mathcal{O}^{m}\right\rangle_{\mathrm{UHP}}^{b} \sim c^{m}$. When calculating the twist correlation function, this tower of operators must be resummed into a new semiclassical block, just as with the gravitational Virasoro descendants. For a BCFT, the form of the semiclassical block is theory-dependent and hence non-universal.

Thus, in the bulk channel vacuum-block dominance is not required by the theory. We must choose to restrict to those boundary states without semiclassical expectation values where non-universal contributions can be ignored. ${ }^{22}$

## Constraints on the BCFT base theory

The constraint (3.104) involves both the spectrum of boundary operators in the $n$-copy theory and the BOE coefficients for twist operators in this theory. As we review in $\$ 3.3 .3$. both of these can be related to the spectrum and OPE data for boundary operators in the single-copy BCFT; we can make use of these relations to convert the constraint 3.104) to a direct statement about the single-copy BCFT.

In particular, consider the case of $n=2$, where the branched geometry (including a regulator boundary for the twist operator as above) is conformal to the annulus. The Virasoro primaries appearing in the the $n=2$ twist BOE, analogously to the bulk CFT case in [115, 121, 122], contain products of base primaries of the form

$$
\begin{equation*}
\mathcal{O}_{I}=\mathcal{O}_{i} \otimes \mathcal{O}_{i} \tag{3.107}
\end{equation*}
$$

[^43]For these operators, as we show in $\$ 3.3 .3$, the BOE coefficients are

$$
\begin{equation*}
\overline{\mathcal{B}}_{\Phi_{2} I}^{b} \overline{\mathcal{B}}_{\bar{\Phi}_{2} I}^{b}=16^{-2 \hat{\Delta}_{i}}, \tag{3.108}
\end{equation*}
$$

identical to the bulk case in [115, 121, 122] up to the non-standard normalization of the twist operators induced by the boundary. Taking into account only these primaries, we have a constraint from (3.99) that

$$
\begin{equation*}
\sum_{i_{L}} 16^{-2 \hat{\Delta}_{i}} \tag{3.109}
\end{equation*}
$$

is sub-exponential in $c$, where the sum is over light boundary primary operators in the original BCFT. This will be true if the number of light boundary primaries in the base theory is also sub-exponential in $c$.

Note that the BOE also contains primaries composed of products of descendants in the base theory, such as

$$
\begin{equation*}
\mathcal{O}_{i} \otimes L_{-1}^{2} \mathcal{O}_{i}-2\left(\frac{h_{i}+1 / 2}{h_{i}}\right) L_{-1} \mathcal{O}_{i} \otimes L_{-1} \mathcal{O}_{i}+L_{-1}^{2} \mathcal{O}_{i} \otimes \mathcal{O}_{i} \tag{3.110}
\end{equation*}
$$

These are primaries with respect to the orbifold Virasoro generators:

$$
\begin{equation*}
L_{m} \otimes 1+1 \otimes L_{m} \tag{3.111}
\end{equation*}
$$

but are generated by even powers of the antisymmetric linear combinations

$$
\begin{equation*}
L_{m} \otimes 1-1 \otimes L_{m} \tag{3.112}
\end{equation*}
$$

To estimate the number of such primaries, we use the Hardy-Ramanujan Formula [123], which gives an asymptotic estimate for the number of descendants (partitions $p(k)$ ) at a given level $k$ :

$$
\begin{equation*}
p(k) \sim e^{2 \pi \sqrt{k / 6}} \tag{3.113}
\end{equation*}
$$

If the density of light primaries for a single BCFT is sub-exponential, as above, including the contribution of the extra primaries in the 2-copy BCFT not of the form 3.107) gener-
ates no new contributions exponential in $c$. Thus, we do not get a substantially stronger constraint from their inclusion.

### 3.4 Multiple intervals

The generalization of our BCFT results from a single interval to multiple intervals closely parallels the generalization of the CFT result from two intervals to multiple intervals [65]. We start with the holographic calculation, and then discuss how to obtain the results from the monodromy method in the BCFT.

### 3.4.1 Holographic results for multiple intervals

Consider a collection of $k$ disjoint intervals $A=\sqcup_{i} A_{i}, A_{i}=\left[x_{2 i-1}, x_{2 i}\right]$, in the vacuum state of a BCFT on the half-space $x \geq 0$, with an associated minimal surface $\mathcal{X}_{A}$. A given topology for $\mathcal{X}_{A}$ geodesically (and without intersection) pairs each endpoint $x_{i}$ to either (a) another endpoint $x_{j}$, or (b) the brane. Morally, we can view the latter as pairing $x_{i}$ to an image point $x_{i}^{*}$ placed on a mirror image of the bulk theory across the brane.

Thus, the possible topologies top $\left(\mathcal{X}_{A}\right)$ can equally be described by symmetric geodesic pairings of $2 k$ intervals, of which there are $\binom{2 k}{k} \cdot 2^{23}$ Assuming that the gravity dual theory is described via a purely gravitational ETW brane, so that the local geometry is pure AdS, the two types of geodesics have (regulated) lengths

$$
\frac{\ell_{i j}}{4 G_{\mathrm{N}}}=\frac{c}{3} \log \left(\frac{x_{i j}}{\epsilon}\right), \quad \frac{\ell_{m m^{*}}}{4 G_{\mathrm{N}}}=\frac{c}{6} \log \left(\frac{2 x_{m}}{\epsilon}\right)+g_{b} .
$$

[^44]Hence, the holographic result is

$$
\begin{align*}
S_{A} & =\min _{\operatorname{top}\left(\mathcal{X}_{A}\right)} \frac{1}{4 G_{\mathrm{N}}}\left[\sum_{(i j)} \ell_{i j}+\sum_{\left(m m^{*}\right)} \ell_{m m^{*}}\right] \\
& =\min _{\operatorname{top}\left(\mathcal{X}_{A}\right)}\left[\sum_{(i j)} \frac{c}{3} \log \left(\frac{x_{i j}}{\epsilon}\right)+\sum_{\left(m m^{*}\right)} \frac{c}{6} \log \left(\frac{2 x_{k}}{\epsilon}\right)+g_{b}\right], \tag{3.114}
\end{align*}
$$

where $(i j)$ denotes paired endpoints in the half-space and $\left(\mathrm{mm}^{*}\right)$ image-paired endpoints.
As a concrete example, take the interval $A=\left[x_{1}, x_{2}\right]$. The explicit expression for holographic entanglement entropy is then

$$
\begin{aligned}
S_{A} & =\min \left\{\frac{c}{3} \log \left(\frac{x_{2}-x_{1}}{\epsilon}\right), \frac{c}{6} \log \left(\frac{4 x_{1} x_{2}}{\epsilon^{2}}\right)+2 g^{b}\right\} \\
& =\min \left\{S_{A}^{\text {conn }}, S_{A}^{\text {disc }}\right\},
\end{aligned}
$$

recovering our results from $\S 3.2 .2$. The calculation is similar in other vacuum geometries. We can also include a boundary-centred interval $\left[0, x_{0}\right]$, which forces at least one imagepaired geodesic ${ }^{24}$

### 3.4.2 BCFT calculation for multiple intervals

To calculate the entanglement entropy of $A=\sqcup A_{i}$ in the BCFT on a half-space, we can simply calculate a correlator of $k$ twist and anti-twist operators on the Euclidean UHP and analytically continue. We will therefore focus on the UHP calculation. As above, we can use kinematic doubling to write the correlator as

$$
\begin{equation*}
\left\langle\prod_{i=1}^{k} \Phi_{n}\left(z_{2 i-1}, \bar{z}_{2 i-1}\right) \bar{\Phi}_{n}\left(z_{2 i}, \bar{z}_{2 i}\right)\right\rangle_{\mathrm{UHP}}^{b}=\left\langle\prod_{i=1}^{k} \Phi_{n}\left(z_{2 i-1}\right) \bar{\Phi}_{n}\left(\bar{z}_{2 i-1}\right) \bar{\Phi}_{n}\left(z_{2 i}\right) \Phi_{n}\left(\bar{z}_{2 i}\right)\right\rangle . \tag{3.115}
\end{equation*}
$$

[^45]As in the single interval case, we have some choice about the order in which we perform bulk OPE or BOE expansions of the twist correlator. We can regard this sequence of choices as a fusion channel $\mathcal{E}$, analogous to the s- and t-channels in the single interval case. A given fusion channel has a natural expansion in terms of a set of cross-ratios, $\vec{\eta}$, and higher-point conformal blocks:

$$
\begin{equation*}
\left\langle\prod_{i=1}^{k} \Phi_{n}\left(z_{2 i-1}\right) \bar{\Phi}_{n}\left(\bar{z}_{2 i-1}\right) \bar{\Phi}_{n}\left(z_{2 i}\right) \Phi_{n}\left(\bar{z}_{2 i}\right)\right\rangle_{\mathrm{UHP}}^{b}=N(\vec{\eta}) \sum_{\vec{h}, \vec{\Delta}} \mathcal{C}^{\mathcal{E}, \vec{h}, \vec{\Delta}} e^{-\frac{n c}{6} f\left(\vec{h}, d_{n} / 2 n c, \vec{\eta}\right)} \tag{3.116}
\end{equation*}
$$

where we have taken the semiclassical limit, and $\mathcal{C}^{\mathcal{E}, \vec{h}, \vec{\Delta}}$ is a product of OPE and BOE coefficients depending on the internal weights $\vec{h}, \vec{\Delta}$. Here $N(\vec{\eta})$ is just a standard prefactor.

Having related the UHP correlator to a chiral correlator, the higher-point blocks can be obtained from the standard monodromy method. We briefly summarize this method here, following [65]. We discuss the method in slightly more detail in $\$ 3.4 .3$. Readers familiar with the monodromy method may freely jump ahead to (3.123).

The monodromy method begins with a powerful trick: instead of the desired $2 k$-point function, consider a $(2 k+1)$-point function, where we have added an additional operator, $\chi_{(1,2)}(z)$, which is taken to be a null descendant of a primary operator $\theta(z) .{ }^{25}$ The null operator must decouple and the correlator must vanish. The vanishing of the correlator is expressed as the differential equation (writing $\chi(z)$ as a differential operator acting on $\theta(z))$

$$
\begin{equation*}
\Theta^{\prime \prime}(z)+T(z) \Theta(z)=0 \tag{3.117}
\end{equation*}
$$

where $\Theta(z)$ is the correlator

$$
\begin{equation*}
\Theta(z)=\left\langle\theta(z) \prod_{i} \Phi_{n}\left(z_{2 i-1}\right) \bar{\Phi}_{n}\left(\bar{z}_{2 i-1}\right) \bar{\Phi}_{n}\left(z_{2 i}\right) \Phi_{n}\left(\bar{z}_{2 i}\right)\right\rangle \tag{3.118}
\end{equation*}
$$

[^46]and $T(z)$ is
\[

$$
\begin{equation*}
T(z)=\sum_{i}\left\{\frac{6 h_{n} / c}{\left(z-z_{i}\right)^{2}}+\frac{6 h_{n} / c}{\left(z-\bar{z}_{i}\right)^{2}}+\frac{\partial_{z_{i}}}{z-z_{i}}+\frac{\partial_{\bar{z}_{i}}}{z-\bar{z}_{i}}\right\} . \tag{3.119}
\end{equation*}
$$

\]

For a given channel $\mathcal{E}$, in an appropriate limit of the cross ratios $\eta \rightarrow \eta_{0}^{\mathcal{E}}$, we expect this to be dominated by the exchange of the lightest possible operator, generally the identity and its descendants. We thus make the ansatz that the correlator is given by

$$
\begin{equation*}
\Theta(z) \approx \psi\left(z \mid z_{i}, \bar{z}_{i}\right) e^{-\frac{n c}{3} f_{0}^{\varepsilon}} \tag{3.120}
\end{equation*}
$$

to leading order in $c$. Here $f_{0}^{\mathcal{E}}$ is the semiclassical vacuum block for the original $2 k$-point function and $\psi\left(z \mid z_{i}, \bar{z}_{i}\right)$ is thought of as a 'wavefunction' for the inserted operator. In this case, we can rewrite $T(z)$

$$
\begin{equation*}
T(z)=\sum_{i}\left\{\frac{6 h_{n} / c}{\left(z-z_{i}\right)^{2}}+\frac{6 h_{n} / c}{\left(z-\bar{z}_{i}\right)^{2}}-\frac{c_{i}}{z-z_{i}}-\frac{\bar{c}_{i}}{z-\bar{z}_{i}}\right\} \tag{3.121}
\end{equation*}
$$

where the $c_{i}$ are accessory parameters:

$$
\begin{equation*}
c_{i}=\frac{\partial f_{0}^{\mathcal{E}}}{\partial z_{i}}, \quad \bar{c}_{i}=\frac{\partial f_{0}^{\mathcal{E}}}{\partial \bar{z}_{i}}=\overline{c_{i}} . \tag{3.122}
\end{equation*}
$$

If we know the accessory parameters, we can integrate (3.122) to find the block $f_{0}^{\mathcal{E}}$. To determine these parameters, the monodromy method then uses the fact that a solution of the differential equation must have monodromies around any set of points that is consistent with the corresponding operator being exchanged in the block. This constraint can be used to fix the accessory parameters. In general, this cannot be done analytically. However, it is possible to find the parameters explicitly for twist operators in the $n \rightarrow 1$ limit, when we can break the problem down into a sum of independent monodromy constraints.

Solving the monodromy constraints and integrating the accessory parameters near $n=$


Figure 3.6: Left. Vacuum exchange in two different channels for $k=3$ twists on the UHP. Trivial cycles cut through identities. Middle. The monodromy cycles to be trivialized in the doubled picture of the BCFT. Right. The corresponding RT topologies in the bulk with an ETW brane.

1 , one finds

$$
\begin{equation*}
f_{0}^{\mathcal{E}}=\sum_{(i j)} 12 \alpha \log \left|z_{i j}\right|^{2}+\sum_{\left(m m^{*}\right)} 12 \alpha \log z_{m m^{*}}+O\left(\alpha^{2}\right) \tag{3.123}
\end{equation*}
$$

Here, the channel $\mathcal{E}$ pairs some twists to anti-twists on the same half-plane, and some twists to their images on the opposite half-plane. We have denoted the pairs by $(i j)$ and $\left(\mathrm{mm}^{*}\right)$ respectively, and note that (as expected from the CFT case [65]) channels biject with the topologies of $\S 3.4 .1$, so we can view $\mathcal{E} \in \operatorname{top}\left(\mathcal{X}_{A}\right)$. We illustrate the correspondence between channels, trivial cycles, and the bulk RT surfaces in Fig. 3.6.

To calculate the entanglement entropy, we also need to compute $\mathcal{C}_{0}^{\mathcal{E}}$. This is easily done, since the OPE coefficients for vacuum exchange are always unity, while the BOE always gives the one-point function of twists (3.67). If there are $M$ image pairs $\left(\mathrm{mm}^{*}\right)$, we have

$$
\begin{equation*}
\mathcal{C}_{0}^{\mathcal{E}}=\left[e^{g_{b}(1-n)}\right]^{M}=e^{-12 \alpha M g_{b}} . \tag{3.124}
\end{equation*}
$$

We can recover the factors of $\epsilon$ from the one-point functions (3.64) and 3.67). From (3.120), the entanglement entropy in the limit $\eta \rightarrow \eta_{0}^{\mathcal{E}}$ is then

$$
\begin{align*}
S_{A} & =\lim _{\alpha \rightarrow 0}\left(\frac{c}{36 \alpha} f_{0}^{\mathcal{E}}-\frac{1}{12 \alpha} \log \mathcal{C}_{0}^{\mathcal{E}}\right) \\
& =\sum_{(i j)} \frac{c}{3} \log \left(\frac{\left|z_{i j}\right|}{\epsilon}\right)+\sum_{\left(m m^{*}\right)}\left\{\frac{c}{6} \log \left(\frac{z_{m m^{*}}}{\epsilon}\right)+g_{b}\right\} \tag{3.125}
\end{align*}
$$

The corrections to 3.130 are in $\alpha^{2}$ and not in $z_{i j}$. It follows that in finite regions around $\eta_{0}^{\mathcal{E}}$, expression 3.125 is the full entanglement entropy to leading order in $c$.

If we make the assumption of vacuum block dominance as in $\$ 3.3 .4$, we can upgrade (3.125) to precisely reproduce (3.114):

$$
\begin{equation*}
S_{A}=\min _{\operatorname{top}\left(\mathcal{X}_{A}\right)}\left[\sum_{(i j)} \frac{c}{3} \log \left(\frac{\left|z_{i j}\right|}{\epsilon}\right)+\sum_{\left(m m^{*}\right)}\left\{\frac{c}{6} \log \left(\frac{z_{m m^{*}}}{\epsilon}\right)+g_{b}\right\}\right] . \tag{3.126}
\end{equation*}
$$

This follows because vacuum dominance in a channel $\mathcal{E}$ implies the vacuum contribution is larger in other channels. Thus, we have a derivation of the full RT formula in a BCFT dual to AdS with an ETW brane, to the same level of generality as the CFT case [65].

### 3.4.3 Monodromy method*

Here we continue the discussion of accessory parameters from (3.122) in the main text to give a more complete description of the calculation of the semiclassical blocks. There are only $2 k-3$ independent accessory parameters, since global $\operatorname{SL}(2, \mathbb{R})$ invariance imposes three (real) constraints. Explicitly, these constraints are

$$
\sum_{i} \operatorname{Re}\left(c_{i}\right)=\sum_{i} \operatorname{Re}\left(c_{i} z_{i}-\frac{6 h_{n}}{c}\right)=\sum_{i} \operatorname{Re}\left(c_{i} z_{i}^{2}-\frac{12 h_{n} z_{i}}{c}\right)=0
$$

the real part of the usual $\operatorname{SL}(2, \mathbb{C})$ constraints.
If we know the accessory parameters, we can integrate to find the block $f_{0}^{\mathcal{E}}$. To determine these parameters, we transport a pair of solutions $\vec{\Theta}(z)=\left[\Theta^{+}(z), \Theta^{-}(z)\right]^{T}$ around a
point $z_{c}$ where an OPE or BOE is to be performed. The null decoupling equation 3.117) applied to the three-point function implies that the $2 \times 2$ monodromy matrix $M$ performing the transport, $\vec{\Theta}(z) \mapsto M \vec{\Theta}(z)$, gives ${ }^{26}$

$$
\begin{equation*}
\operatorname{tr} M=-2 \cos \left(\pi \Lambda_{c}\right), \quad \Lambda_{c}=\sqrt{1-\frac{24 h_{n}}{c}} \tag{3.127}
\end{equation*}
$$

The number of independent monodromies to tune equals the number of internal primaries, $2 k-3 \cdot[2]$ so we have the right number of monodromy constraints to fix our accessory parameters $c_{i}$.

In general, we cannot analytically solve for the accessory parameters. Luckily, however, it is possible to find them explicitly for twist operators in the $n \rightarrow 1$ limit. As above, we define $\alpha=(n-1) / 12$. Entanglement entropy is obtained from Rényi entropies in the limit $\alpha \rightarrow 0$, and since $h_{n}=c(n+1) \alpha / 2 n=c \alpha \rightarrow 0$ in this limit, the function 3.121) vanishes away from the singular points $z_{i}, \bar{z}_{i}$. As a result, the equation 3.117) decouples into a sum of independent monodromy equations, depending on which cycles the channel $\mathcal{E}$ trivializes.

To illustrate, suppose $\mathcal{E}$ involves a pairing between twists $\Phi_{n}\left(z_{i}\right)$ and $\bar{\Phi}_{n}\left(z_{j}\right)$. We must choose the accessory parameters to make the monodromy around $z_{i}, z_{j}$ trivial. Since this decouples from the other problems as $\alpha \rightarrow 0$, we can simply focus on the contribution

$$
\begin{align*}
T_{i j}(z) & =\frac{6 h_{n}}{c}\left[\frac{1}{\left(z-z_{i}\right)^{2}}+\frac{1}{\left(z-z_{j}\right)^{2}}\right]-\frac{c_{i}}{z-z_{i}}-\frac{c_{j}}{z-z_{j}}+\text { c.c. } \\
& =6 \alpha\left[\frac{1}{\left(z-z_{i}\right)^{2}}+\frac{1}{\left(z-z_{j}\right)^{2}}-\frac{2}{z_{j}\left(z-z_{i}\right)}\right]-\frac{c_{i}}{z-z_{i}}+\frac{c_{i} z_{i}}{z_{j}\left(z-z_{j}\right)}+\text { c.c. }, \tag{3.128}
\end{align*}
$$

where "c.c" stands for complex conjugate terms, and in (3.128), we used the constraint

[^47]$\operatorname{Re}\left(c_{i} z_{i}+c_{j} z_{j}\right)=6 \alpha$. To obtain a trivial monodromy around $z_{i}, z_{j}$ (and the image cycle enclosing $\left.\bar{z}_{i}, \bar{z}_{j}\right)$, it is sufficient for $T_{i j}(z)$ to be regular at infinity. This is equivalent to the sum of residues at simple poles vanishing, and hence
\[

$$
\begin{equation*}
c_{i}+\bar{c}_{i}=\frac{12 \alpha}{\left|z_{i j}\right|^{2}}+O\left(\alpha^{2}\right), \tag{3.129}
\end{equation*}
$$

\]

where $O\left(\alpha^{2}\right)$ corrections arise because the equations only strictly decouple for $\alpha=0$. The calculation is analogous for a twist paired with its image, but the contribution $T_{m m^{*}}(z)$ involves only two insertions at $z_{m}$ and $\bar{z}_{m}$. If we integrate the accessory parameters defined in 3.129 (and the image-paired counterparts), we find

$$
\begin{equation*}
f_{0}^{\mathcal{E}}=\sum_{(i j)} 12 \alpha \log \left|z_{i j}\right|^{2}+\sum_{\left(m m^{*}\right)} 12 \alpha \log z_{m m^{*}}+O\left(\alpha^{2}\right) \tag{3.130}
\end{equation*}
$$

as required.

### 3.5 Conclusion

Starting with the vacuum state of a $1+1$-dimensional CFT, the geometry of a putative bulk dual is fixed by symmetry to be $\mathrm{AdS}_{3}$, up to internal dimensions. We can also fix $\mathrm{AdS}_{3}$ using the RT formula: it is the unique bulk geometry whose minimal surfaces correctly reproduce the universal result for the entanglement entropy of a single interval. The RT formula makes non-universal predictions for two or more intervals, so we can go in the other direction and determine the class of holographic CFTs which reproduce these nonuniversal gravitational results. As shown in [65], vacuum block dominance guarantees that the twist-antitwist correlators used to calculate entanglement entropy agree with the holographic value for any number of intervals. Vacuum dominance places explicit constraints on the spectrum and OPE coefficients of a holographic CFT.

The logic for a CFT with boundary is similar. Symmetry, or the universal result for the entanglement entropy of a boundary-centred interval, restricts us to a class of $\operatorname{SO}(1,2)$ invariant geometries. These can include warping in the bulk and compact internal dimen-
sions as before. The simplest bulk geometry is a portion of $\mathrm{AdS}_{3}$ cut off by an ETW brane with purely gravitational couplings [59], though we emphasize this is not the most general bulk dual consistent with ground-state symmetry.

In this chapter, we have taken the next step of transforming non-universal gravitational predictions from these geometries with a purely gravitational ETW brane into a constraint on holographic BCFTs. To match the holographic predictions for a non-centred interval, or indeed any number of intervals, vacuum dominance in both the BCFT bulk and boundary channels is necessary and sufficient. From a kinematic perspective, this follows from the doubling trick and the remaining copy of the Virasoro algebra. But the implications for the BCFT spectrum and OPE coefficients are more subtle. We have made some precise statements above, but expect there is more juice to be squeezed from this particular lemon. For instance, it might be possible to finesse the spectral constraints along the lines of [124], though the CFT machinery required is potentially quite different. It would also be interesting to investigate the additional constraints that arise from assuming not only that the BCFT calculations reproduce the leading $O(c)$ entropies, but also that the subleading corrections to the entropies are order $c^{0}$ as we expect from a conventional gravitational theory with a semiclassical expansion.

We have argued that the expression (3.51) for the small $\eta$ entanglement entropy is universal in holographic CFTs (assuming that the RT surface is disconnected in some interval $\left[0, \eta_{d}\right]$ as in the simple model), so the constraints associated with vacuum block dominance for an interval around $\eta=0$ should be expected to hold much more generally, for any holographic BCFT with a disconnected RT surface phase at small $\eta$. It seems plausible that any holographic BCFT should have such a phase, though it would be interesting to find a direct argument.

Our results have several interesting consequences and applications. First, they put the AdS/BCFT proposal of [59] on firmer microscopic footing, exhibiting explicit conditions on a BCFT under which a locally AdS geometry with a purely gravitational ETW brane captures the microscopic ground-state entanglement entropies. The gravity calculations allow the RT surface to end on an ETW brane, so our results also confirm this aspect of Takayanagi's proposal ${ }^{28}$

[^48]Our work also has direct applications to the physics of black holes. As discussed in Chapter 2, for black holes dual to CFT states prepared by a Euclidean path integral on the cylinder with conformally invariant boundary conditions, the phase transition in entanglement entropy for a non-centred interval leads to a period of Lorentzian time where boundary observers with access to suitably large boundary regions can see behind the horizon. In the next two chapters, we will exploit these results to gain insight into the dynamics of evaporating black holes.
no modification is required if we take the higher-dimensional perspective that the ETW brane represents a smooth part of the full bulk geometry.

## Chapter 4

## Information Radiation

### 4.1 Introduction

In this chapter, we introduce and study various holographic systems which capture the dynamics of evaporating black holes. In particular, we consider BCFTs in which the number of local degrees of freedom on the boundary ( $c_{\text {bdy }}$ ) is large compared to the number of local degrees of freedom in the bulk CFT ( $c_{\text {bulk }}$ ). We consider states where the boundary degrees of freedom on their own would describe an equilibrium black hole, but the coupling to the bulk CFT degrees of freedom allows this black hole to evaporate. Put simply, the bulk CFT acts as a bath for the boundary.

If this process is unitary, then as we monitor the entanglement entropy between black hole and bath, it should initially increase, peak when the two systems are close to maximally entangled, and then decrease as the black hole fritters away its remaining degrees of freedom. The time at which it peaks is called the Page time. In the bulk/boundary CFT setup, the Page time for the black hole is controlled by the ratio $c_{\text {bdy }} / c_{\text {bulk }}$. Using both holographic calculations and direct CFT calculations, we study the evolution of the entanglement entropy for the subset of the radiation system (i.e. the bulk CFT) at a distance $d>a$ from the boundary. We find that the entanglement entropy for this subsystem increases until time $a+t_{\text {Page }}$ and then undergoes a phase transition after which the entanglement wedge of the radiation system includes the black hole interior.

Remarkably, we will see that this occurs even if the radiation system is initially at the same temperature as the black hole so that the two are in thermal equilibrium. In this case, even though the black hole does not lose energy, it "radiates" information through interaction with the radiation system until the radiation system contains enough information to reconstruct the black hole interior.

The chapter is structured as follows:

- The remainder of this section provides background material on the black hole information problem, holographic approaches to black hole evaporation, evaporation timescales, and how these apply in the presence of a brane.
- In $\$ 4.2$, we consider a simple 2d BCFT, dual to a black hole which is not evaporating, but in which information "radiates" from the boundary into the bulk CFT nonetheless.
- Finally, $\$ 4.3$ generalizes the toy model of $\S 4.2$ to slightly more realistic single-sided and evaporating black holes.


### 4.1.1 Black hole evaporation in holography

Within the context of holographic models of quantum gravity, the formation and evaporation of black holes is a manifestly unitary process in the sense that the underlying quantum system evolves through conventional Schrödinger evolution with a Hermitian Hamiltonian. However, in the gravity picture, the physics of the black hole interior and the mechanism through which information about the microstate of the black hole emerges in the Hawking radiation are still not fully understood.

A crucial piece of physics to understand is the evolution of the density matrix for the black hole radiation. Hawking's original calculation [125] suggests that the entropy of this density matrix continues to increase throughout the black hole's evaporation. But unitary evolution predicts that this entropy should begin decreasing at the "Page time" when the black hole's (macroscopic) entropy has been reduced to half of its original value [74, 126] and the remaining black hole becomes maximally entangled with the radiation system. The specific increasing and then decreasing behavior of the entropy of the radiation system as
a function of time is known as the Page curve. Understanding how this curve comes about from the gravity picture is a key challenge.

A further mystery appeared in the work [127, 128, 129, 130, 131], in which the authors argued that assuming a unitary picture of black hole evaporation leads to the conclusion that there cannot be a smooth region of spacetime behind the horizon of an evaporating black hole past the Page time. The argument was based on an apparent inconsistency between having maximal entanglement between the black hole and its early Hawking radiation after the Page time and having entanglement between field theory degrees of freedom on either side of the black hole horizon, as required by smoothness. The proposed alternative is that the old black hole develops a "firewall" at its horizon.

A fascinating suggestion [35] to avoid this firewall conclusion, making use of the general idea that the connectivity of spacetime is related to quantum entanglement between underlying degrees of freedom [30, 34], is that the entanglement between the black hole and its early radiation past the Page time is actually responsible for the existence of a smooth geometry behind the black hole horizon, in the same way that the entanglement between two conformal field theories (CFTs) in the thermofield double state gives rise to a smooth wormhole geometry connecting the two black hole exteriors. ${ }^{1}$ In this picture, the behind-the-horizon degrees of freedom are the radiation degrees of freedom, so there is no contradiction that both are entangled with outside-the-horizon modes of the black hole.

Recently, a series of papers [75, 76, 6] have provided more detailed insight into how the black hole radiation can be seen to have an entropy described by a Page curve yet avoid the firewall paradox by the mechanism of [35] (see also [133]). The examples in these papers make use of an auxiliary radiation system coupled to a system that would otherwise describe an equilibrium black hole ${ }^{2}$. The new insights come by making use of the quantum version [44, 45] of the Ryu-Takayanagi formula [38, 41], which gives the gravity interpretation of entanglement entropies for subsystems of a holographic quantum

[^49]system.
For a subsystem $A$ of a holographic system, the quantum Ryu-Takayanagi surface $\tilde{A}$ in the dual gravitational picture is a bulk surface which encloses a region corresponding to $A$ at the boundary of the dual spacetime and has the minimum value of the functional
\[

$$
\begin{equation*}
S_{\text {grav }}(A)=\frac{\operatorname{Area}(\tilde{A})}{4 G}+S_{\text {bulk }}\left(\Sigma_{A}\right) \tag{4.1}
\end{equation*}
$$

\]

among extrema of this functional. Here $S_{\text {bulk }}\left(\Sigma_{A}\right)$ is the entanglement entropy of bulk fields in the bulk region $\Sigma_{A}$ enclosed by $\tilde{A}$. Importantly, the prescription for calculating these entropies in the gravity picture requires the identification of a "quantum extremal surface" on which the functional (4.1) is evaluated to calculate the entanglement entropy. A central observation of [75, 76, 6] is that during the evaporation of a black hole, the quantum extremal surface that computes the entanglement entropy of the radiation system can jump, leading to a first-order transition in the entanglement entropy that provides the necessary switch from increasing to decreasing behavior.

Further insights in [75, 76, 6] make use of the notion of the "entanglement wedge" of a subsystem of a holographic system, which is the portion of the full spacetime that is dual to or reconstructable from the density matrix for the subsystem, and is understood to be the bulk region enclosed by the quantum extremal surface [48, 43, 53, 135, 49, 50, 51]. In the examples of [75, 76, 6], it is seen that after the transition in the quantum extremal surface, the entanglement wedge of the radiation system actually includes a portion of the black hole interior. Thus, the underlying degrees of freedom for this interior region after the transition are understood to be the degrees of freedom of the radiation system, in accord with the proposal of [35].

In this chapter, our first motivation is to further elucidate the observations of [75, 76, 6] by studying the evolution of black holes in a new class of models where the evolution of entanglement entropy and the entanglement wedge can be studied very explicitly through direct holographic calculations. Our models are similar to and motivated by the one in [6] in that they have a holographic description in one higher dimension than the original black hole of interest, and the full dynamics of entanglement entropy for the basic degrees of freedom is captured geometrically through the behaviour of classical Hubeny-


Figure 4.1: Basic setup. (A) Our thermal system, dual to a bulk black hole, is the red boundary. It interacts with a bulk CFT which can serve as an auxiliary system to which the black hole can radiate. (B) Higher-dimensional bulk picture: the red surface is a dynamical 'end-of-the-world' (ETW) brane whose tension is monotonically related to the number of local degrees of freedom in the boundary system. For large tension, this ETW brane moves close to the boundary and behaves like a Randall-Sundrum Planck brane. (C) The Planck-brane picture suggests an effective lower-dimensional description where a part of the CFT in the central region is replaced with a cutoff CFT coupled to gravity, similar to the setup in [6].

Rangamani-Takayanagi (HRT) surfaces. However, our systems are described somewhat more explicitly than the one in [6] and have an additional parameter that controls the Page time for the black hole.

A schematic of our basic setup is shown in Fig. 4.1(A). We imagine starting with a holographic system on $\mathbb{S}^{d-1}$ whose high-energy states or high-temperature thermal states describe black holes in a dual gravitational picture. In these systems, the black hole is in equilibrium with its Hawking radiation, which reflects off the boundary of the spacetime.

Next, following [75, 76, 6] we augment our holographic model with additional degrees of freedom which will serve as an auxiliary radiation system, allowing the black hole to evaporate. As in [76, 6], our auxiliary degrees of freedom will take the form of a higherdimensional CFT living on a space with boundary $\mathbb{S}^{d-1}$, such that the original system now serves as a set of boundary degrees of freedom for the higher-dimensional CFT. We will denote by $c_{\text {bulk }}$ the local number of bulk CFT degrees of freedom and by $c_{\text {bdy }}$ the local number of boundary degrees of freedom. We have in mind that $c_{\text {bdy }} \gg c_{\text {bulk }} \gg 1$. This will allow the full system to be holographic, but as we show below, will give a parametrically large evaporation time.

### 4.1.2 Evaporation timescales

We now discuss some heuristic expectations for the Page time in our setup, guided by dimensional analysis and thermodynamics. We first discuss the evaporation time in terms of CFT parameters, and then compare to the calculation of [136] for an AdS black hole with absorbing boundary conditions.

Suppose we have some initial energy $M$ in the boundary degrees of freedom such that the energy corresponds to a temperature above the Hawking-Page transition for that system. The relation between temperature, energy, and entropy is

$$
\begin{equation*}
E \sim c_{\text {bdy }} R^{d-1} T^{d} \quad S \sim c_{\text {bdy }} R^{d-1} T^{d-1} \tag{4.2}
\end{equation*}
$$

for a boundary system of size $R$. If this system is coupled to a higher-dimensional CFT with $c_{\text {bulk }}$ local degrees of freedom, we expect that the energy will be radiated away at a rate

$$
\begin{equation*}
\frac{\mathrm{d} E}{\mathrm{~d} t} \sim-e c_{\mathrm{bulk}} R^{d-1} T^{d+1} \tag{4.3}
\end{equation*}
$$

where we are using a Boltzmann law, with emissivity $e$ that presumably depends on the nature of the coupling. The factor of $c_{\text {bulk }}$ can be understood from a weak-coupling picture where we have $c_{\text {bulk }}$ light fields that can carry away the energy.

Using these results, we have that

$$
\begin{equation*}
\frac{\mathrm{d} T}{\mathrm{~d} t}=-\hat{e} \frac{c_{\mathrm{bulk}}}{c_{\mathrm{bdy}}} T^{2} \tag{4.4}
\end{equation*}
$$

where $\hat{e}$ is defined to absorb any numerical coefficients we are ignoring. Solving, we have

$$
\begin{equation*}
T=\left(\frac{1}{T_{0}}+\hat{e} t \frac{c_{\text {bulk }}}{c_{\text {bdy }}}\right)^{-1} \tag{4.5}
\end{equation*}
$$

The Page time is when half the (macroscopic) entropy of the black hole has been radiated. This corresponds to a temperature

$$
\begin{equation*}
T_{p}=2^{-1 /(d-1)} T_{0} \tag{4.6}
\end{equation*}
$$

Ignoring factors of order 1, we find that

$$
\begin{equation*}
t_{\text {Page }} \sim \frac{c_{\text {bdy }}}{c_{\text {bulk }}} \frac{1}{\hat{e} T_{0}} \tag{4.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{t_{\text {Page }}}{R} \sim \frac{1}{c_{\text {bulk }} \hat{e}} \frac{c_{\text {bdy }}^{1+\frac{1}{d}}}{(M R)^{\frac{1}{d}}} . \tag{4.8}
\end{equation*}
$$

Since the initial energy is of order $c_{\text {bdy }}$, it is also illustrative to write $M R=x c_{\text {bdy }}$, so that

$$
\begin{equation*}
\frac{t_{\text {Page }}}{R} \sim \frac{c_{\text {bdy }}}{c_{\text {bulk }} \hat{e}} \frac{1}{x^{\frac{1}{d}}} . \tag{4.9}
\end{equation*}
$$

We see that the Page time is proportional to $c_{\text {bdy }} / c_{\text {bulk }}$. Thus, we can make the black hole evaporation take a long time by choosing $c_{\text {bdy }} \gg c_{\text {bulk }}$.

We can compare this to the calculation in [136] of Page (see also [137]), who considers perfectly absorbing boundary conditions for a large black hole in AdS. Using those results, one finds a Page time

$$
\begin{equation*}
t_{\text {Page }} \sim \frac{L_{\text {AdS }}^{d+1-\frac{2}{d}}}{G^{1+\frac{1}{d}}} \frac{1}{M^{\frac{1}{d}}} \tag{4.10}
\end{equation*}
$$

where we have omitted some numerical factors. An energy of $1 / R$ in the field theory corresponds to energy $1 / L_{\text {AdS }}$ on the gravity side, while field theory entropy $c_{\text {bdy }} R^{d-1} T^{d-1}$ corresponds on the gravity side to $r_{H}^{d-1}=T^{d-1} L_{\text {AdS }}^{2 d-2}$. Hence, we can relate

$$
\begin{equation*}
c_{\mathrm{bdy}} R^{d-1}=\frac{L_{\mathrm{AdS}}^{2 d-2}}{G} \tag{4.11}
\end{equation*}
$$

Rewriting (4.10) in terms of field theory parameters, we get

$$
\begin{equation*}
\frac{t_{\text {Page }}}{R} \sim \frac{c_{\text {bdy }}^{1+\frac{1}{d}}}{(M R)^{\frac{1}{d}}} . \tag{4.12}
\end{equation*}
$$

Comparing with the expression (4.8) above, we see that the expressions have the same dependence on $c_{\text {bdy }}$ and $M$; to match the gravity calculation, we should take $c_{\text {bulk }} \hat{e}$ to be of order 1, at least in terms of scaling with $c_{\text {bdy }}$. In order that the full system is holographic,
we want to take $c_{\text {bdy }} \gg c_{\text {bulk }} \gg 1$.

### 4.1.3 Black holes and branes

In this section, we briefly review the gravitational dual description of holographic BCFTs and explain how the dual of a BCFT with large $c_{\text {bdy }} \gg c_{\text {bulk }}$ can give rise to the physics of a Planck brane whose geometry is the geometry of the black hole we are studying.

In their vacuum state, BCFTs preserve the conformal invariance of a CFT in one lower dimension. Thus, the gravity dual of a $d$-dimensional CFT with boundary in its vacuum state will generally correspond to a spacetime that is a warped product of $\mathrm{AdS}_{d}$ with some internal space, but which has an asyptotically $\mathrm{AdS}_{d+1}$ region with boundary geometry equal to the half space. For various supersymmetric examples, gravitational dual solutions corresponding to the vacuum state are known explicitly [103, 104]. For example, there is a family of half-supersymmetric solutions to type IIB supergravity that correspond to the vacua of $\mathcal{N}=4$ SYM theory living on half-space with the various boundary conditions preserving half supersymmetry (see e.g. [109, 110, 111, 112]).

In general it is difficult to work with the fully microscopic examples and to find solutions of the ten- or eleven-dimensional supergravity equations that would correspond to various BCFT states. Thus, rather than employing this top-down approach, we will consider bottom-up models of BCFT duals, introduced in [90, 59, 58] 3. Here, the bulk dual of a $d$-dimensional CFT with boundary is taken to be a $d+1$-dimensional gravitational theory on a space which has a dynamical boundary extending from the CFT boundary into the bulk. Just as we can consider various possibilities for the bulk gravitational effective action, we can choose various terms for the boundary effective action. We expect that for appropriate choices of the bulk and boundary effective actions, we can accurately capture the physics of various holographic CFTs.${ }^{4}$ In this chapter, we consider the simple situation where the ETW brane couples only to the bulk metric field; its action is taken to include a boundary cosmological constant (interpreted as the brane tension) and a Gibbons-Hawking
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Figure 4.2: An ETW brane with tension parameter $T$ enters the bulk at coordinate angle $\Theta$ in Fefferman-Graham coordinates. Larger $T$ gives a larger angle $\Theta$. Shown in blue is the RT surface computing the entanglement entropy of the subsystem $A$ which includes the boundary. The area to the right of the dashed line is proportional to the boundary entropy.
term involving the trace of the extrinsic curvature. The details of the action and equation of motion, and all the solutions that we will require her may be found in Chapter 2 .

The work of [59] established a connection between the tension of the ETW brane and the boundary entropy (or higher-dimensional generalizations), which can be understood as a measure of the number of degrees of freedom associated with the boundary. One simple calculation that indicates this relation is the holographic calculation of entanglement entropy for a region of the BCFT that is the interior of a half-sphere centred on the boundary. Holographically, this is computed via the area of an extremal surface anchored to the half-sphere which extends into the bulk and ends on the ETW brane. For larger tension of the ETW brane, this brane enters the bulk at a larger coordinate angle from the vertical in Fefferman-Graham coordinates for the asymptotic region, as shown in Fig. 4.2. As a result, the area of the extremal surface becomes larger, indicating a larger boundary entropy.

In our application, we would like to consider the case where the number of local boundary degrees of freedom is large compared with the number of local bulk degrees of freedom. In this case, there is an independent way to motivate the ETW brane picture. Since we are considering the bulk CFT degrees of freedom to be much fewer than the boundary degrees of freedom, we expect that in some sense, they act as a small perturbation. Over short time scales (much shorter than the Page time), the physics of the boundary degrees of freedom is not significantly affected by the bulk CFT degrees of freedom.

We can think of the $d$-dimensional geometry of the ETW brane as the usual holographic
dual of the $d-1$-dimensional boundary system in its state at a particular time. The $d+$ 1-dimensional system dual to the bulk CFT-degrees of freedom couples to this system, and this corresponds to adding in the bulk $d+1$-dimensional geometry coupled to the $d$-dimensional brane. Over long time scales, the bulk CFT degrees of freedom can have a significant impact (e.g. when the black hole evaporates). Thus, over long time scales, the full geometry of the ETW brane can be affected significantly by its coupling to the bulk gravity modes, so it is important to consider the full $d+1$-dimensional system when understanding the long-time dynamics of the system.

As we have reviewed above, a large number of boundary degrees of freedom corresponds to a large tension for the ETW brane and in this case, the ETW brane enters the bulk at a very large angle to the AdS boundary. For the case of a single sphere-topology boundary, the resulting dual gravity solutions have ETW branes that stay close to the boundary in some sense (e.g. they correspond to a cutoff surface in a complete AdS spacetime for which light signals can propagate out to the AdS boundary and back in small proper time).

In this and similar cases, the ETW brane behaves as a "Planck brane" in the RandallSundrum sense [138], cutting off a portion of the asymptotic region of the geometry so that this part of the spacetime now terminates with a dynamical brane. 5 This point of view suggests a third description of the physics of our situation: from the CFT point of view, the addition of a Planck brane to a region of the bulk corresponds to cutting off the CFT in some spatial region and coupling to gravity in this region. The cutoff goes to infinity at the boundary of the region. This picture corresponds to the " 2 D gravity with holographic matter" picture of [6]. This latter picture most closely aligns with the model in [76]. The three pictures are summarized in Fig. 4.1 Note that it is this last picture, Fig. 4.1.C), where the coupling between the black hole system and the radiation system is strictly at the boundary of the gravitational system.
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Figure 4.3: (a) BCFT path integral defining the thermofield double state of two $1+1$ dimensional BCFTs. (b) Euclidean geometry dual to the BCFT thermofield double. The red surface is an ETW brane. (c) The same geometry represented as part of Euclidean Poincaré-AdS. (d) Lorentzian geometry of the original state, viewed along the $z$ axis, coordinates $(x, t)$. Dashed lines represent horizons on the ETW brane, corresponding to the horizons of the two-sided black hole represented by the boundary system.

### 4.2 Radiation without evaporation

In this section, we will consider a very simple system that already exhibits all of the key features of the entanglement dynamics described in [75, 76, 6]. The system we consider is not an evaporating black hole, but one where the auxiliary radiation system has the same initial temperature as the black hole, so that the two systems are in equilibrium. The system we look at has a static energy density (in a particular conformal frame), but the entanglement entropy for various subsystems still evolves with time and the entanglement wedge exhibits a phase transition similar to the ones discussed in [75, 76, 6].

### 4.2.1 Building the model

Specifically, we consider a $1+1$ dimensional BCFT which is in the thermofield double state with a second copy of this system. This can be constructed via a path integral on a quartercylinder $y \leq 0,0 \leq \theta \leq \pi$, where $\theta$ is the Euclidean time direction, and the boundary of each CFT is at $y=0$. This is shown in Fig. 4.3(a).

To understand the gravity dual, we use the bottom-up prescription where the boundary system leads to a bulk ETW brane. For $1+1$ dimensional CFTs, it is convenient to define

$$
\begin{equation*}
c_{\text {bdy }}=6 g, \tag{4.13}
\end{equation*}
$$

where $g$ is the usual boundary entropy. Then, defining

$$
\begin{equation*}
F=\frac{c_{\text {bdy }}}{c_{\text {bulk }}}, \tag{4.14}
\end{equation*}
$$

the tension parameter $T$ (defined explicitly in [1]) for the ETW brane is related to $F$ and to the angle $\Theta$ in Fig. 4.2 by

$$
\begin{equation*}
T=\tanh F=\sin \Theta \tag{4.15}
\end{equation*}
$$

The dual Euclidean solution corresponding to our state is a portion of Euclidean AdS, which we may describe using metric (setting $L_{\text {AdS }}=1$ )

$$
\begin{equation*}
\mathrm{d} s^{2}=\left(\rho^{2}+1\right) \mathrm{d} y^{2}+\frac{\mathrm{d} \rho^{2}}{\rho^{2}+1}+\rho^{2} \mathrm{~d} \phi^{2} . \tag{4.16}
\end{equation*}
$$

The specific solution we need was already constructed in [58, 1]. The bulk Euclidean solution terminates on an ETW brane with locus

$$
\begin{equation*}
y(\rho)=-\operatorname{arcsinh}\left(\frac{\tan \Theta}{\sqrt{\rho^{2}+1}}\right) \tag{4.17}
\end{equation*}
$$

where $\Theta$ is related to the brane tension and the number of boundary degrees of freedom by (4.15). The Euclidean geometry is depicted in Fig. 4.3(b). The Lorentzian geometry dual to our state is obtained by taking the geometry of the $\phi=0, \pi$ slice of the Euclidean solution as our initial data.

To analyze the extremal surfaces in the Lorentzian version of this geometry, it will be convenient to change coordinates to Poincaré coordinates, via the transformations

$$
\begin{equation*}
y=\ln (r), \quad \rho=\tan (\theta) \tag{4.18}
\end{equation*}
$$

which bring us to spherical Poincaré coordinates. We then perform the substitutions

$$
\begin{equation*}
z=r \cos \theta, \quad x=r \sin \theta \cos \phi, \quad \tau=r \sin \theta \sin \phi \tag{4.19}
\end{equation*}
$$

which bring us to the usual Cartesian Poincaré coordinates in which the metric is

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{1}{z^{2}}\left(\mathrm{~d} z^{2}+\mathrm{d} x^{2}+\mathrm{d} \tau^{2}\right) \tag{4.20}
\end{equation*}
$$

In these coordinates, the CFT boundary is at $x^{2}+\tau^{2}=1$, while the ETW brane is the surface

$$
\begin{equation*}
x^{2}+\tau^{2}+(z+\tan \Theta)^{2}=\sec ^{2} \Theta \tag{4.21}
\end{equation*}
$$

as shown in Fig. 4.3(c).
We obtain the Lorentzian solution by analytic continuation $\tau \rightarrow i t$. This gives

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{1}{z^{2}}\left(\mathrm{~d} z^{2}+\mathrm{d} x^{2}-\mathrm{d} t^{2}\right) \tag{4.22}
\end{equation*}
$$

the CFT boundary at $x^{2}-t^{2}=1$, and the ETW brane at

$$
\begin{equation*}
x^{2}-t^{2}+(z+\tan \Theta)^{2}=\sec ^{2} \Theta \tag{4.23}
\end{equation*}
$$

This is shown in Fig. 4.3(d). This completes the explicit construction of the solution, but the connection to black holes and causal structure remains to be seen.

Consider the ETW brane in the Lorentzian picture, where it is described as the surface (4.23) in the metric (4.22). We would like to find the future horizon for this surface, i.e. the boundary of the set of points from which it is possible to reach the right ETW brane boundary on a lightlike curve. The lightlike curves on the ETW brane satisfy

$$
\begin{equation*}
x(t)^{2}-t^{2}+(z(t)+\tan \Theta)^{2}=\sec ^{2} \Theta \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\mathrm{d} x}{\mathrm{~d} t}\right)^{2}+\left(\frac{\mathrm{d} z}{\mathrm{~d} t}\right)^{2}=1 \tag{4.25}
\end{equation*}
$$

We find that they are given by

$$
\begin{equation*}
x(t)=v t \pm \frac{\sqrt{1-v^{2}}}{\cos \Theta}, \quad z(t)=\left|\sqrt{1-v^{2}} t \pm v \sec \Theta\right|-\tan \Theta \tag{4.26}
\end{equation*}
$$

for $|v|<1$.
The right and left boundaries of the ETW brane are described by $x= \pm \sqrt{t^{2}+1}$. The future horizons are the lightlike curves that asymptotes to this for $t \rightarrow \infty$. These are the trajectories

$$
\begin{equation*}
x= \pm t, \quad z=\frac{1-\sin \Theta}{\cos \Theta} \tag{4.27}
\end{equation*}
$$

Thus, independent of $\Theta$, we have horizons on the ETW brane located at $x= \pm t$ and these lie at constant $z$. The black hole interior can be identified with the region $|x|<t$ or alternatively $z>(1-\sin \Theta) / \cos \Theta$.

### 4.2.2 Holographic entanglement entropy

We would now like to investigate the HRT surfaces which calculate the entanglement entropy associated with the spacetime region spacelike separated from the interval $\left[-x_{0}, x_{0}\right]$ at $t=t_{0}$ (equivalently, the union of intervals $\left[ \pm x_{0}, \pm \infty\right)$ at $t=t_{0}$ ). In general, there are two possibilities for this HRT surface. First, we have the connected surfaces described by the semicircle

$$
\begin{equation*}
t=t_{0}, \quad z^{2}+x^{2}=x_{0}^{2} \tag{4.28}
\end{equation*}
$$

We can also have disconnected surfaces that end on the ETW brane. We need to compare the areas to find out which one is the minimal area extremal surface that computes the entanglement entropy.

## Extremal surfaces

It will be somewhat simpler to perform our calculations in the Euclidean picture and then analytically continue the results to the Lorentzian case. That is, we will look at geodesics in the Euclidean geometry, evaluate their length and the length difference between the


Figure 4.4: Geometry of the ETW brane and half of the disconnected RT surface in the plane of the RT surface.
two cases, and find the phase boundary for transitions between the two surfaces. The Lorentzian version of all of these quantities can be obtained by analytic continuation.

To find the areas, we note that the area of a geodesic semicircle of coordinate radius $R$ from the point $z=R$ of maximum $z$ to some $z_{\text {min }}$ is

$$
\begin{align*}
A\left(R, z_{\min }\right) & =\operatorname{arccoth}\left(\frac{1}{\sqrt{1-z_{\min }^{2} / R^{2}}}\right) \\
& =\frac{1}{2} \ln \left(\frac{1+\sqrt{1-z_{\min }^{2} / R^{2}}}{1-\sqrt{1-z_{\min }^{2} / R^{2}}}\right) . \tag{4.29}
\end{align*}
$$

For $z_{\text {min }}=\epsilon$ with infinitesimal $\epsilon$, this reduces to $\ln (2 R / \epsilon)$. From this, the area of the connected extremal surface is

$$
\begin{equation*}
A_{c}=2 \ln \left(\frac{2 x_{0}}{\epsilon}\right) \tag{4.30}
\end{equation*}
$$

For the disconnected surface, each part is the arc of a circle which lies at constant $\theta$, intersecting the ETW brane orthogonally and intersecting one of the the points $\left( \pm x_{0}, \tau_{0}\right) \cdot^{6}$ This is shown in Fig. 4.4.

[^52]We can use basic geometry to determine the coordinate radius of the extremal surface. Referring to Fig. 4.4, we have $O Q=1$ and $O A=\tan \Theta$. Thus, $A Q=A H=\sec \Theta$. Also $H B \perp A H$ so $A H^{2}+H B^{2}=O A^{2}+O B^{2}$. Thus, we find that the extremal surface has coordinate radius

$$
\begin{equation*}
r_{H}=\frac{r^{2}-1}{2 r} . \tag{4.31}
\end{equation*}
$$

Now $O M=O A \tan \alpha=\tan \Theta \tan \alpha$ and $A M=O A \sec \alpha=\tan \Theta \sec \alpha$. So

$$
H M=H A-M A=\sec \Theta-\tan \Theta \sec \alpha
$$

Finally, $H M / H B=\tan \alpha$ gives

$$
r_{H}=\sec \Theta \cot \alpha-\tan \Theta \csc \alpha,
$$

while $H P=H B \sin \alpha$ gives $z=r_{H} \sin \alpha$. Combining the foregoing, we learn that extremal surface intersects the ETW brane at $z$ coordinate

$$
\begin{equation*}
z_{c}=\frac{\cos \Theta}{\frac{r^{2}+1}{r^{2}-1}+\sin \Theta}, \tag{4.32}
\end{equation*}
$$

where $r^{2}=x_{0}^{2}+\tau_{0}^{2}$.
Setting $z_{\text {min }}=z_{c}$ in (4.29), we find that the area of the disconnected surface (including both parts) is

$$
\begin{equation*}
A_{d}=2 \ln \left(\frac{r^{2}-1}{\epsilon} \cdot \frac{1+\sin \Theta}{\cos \Theta}\right) \tag{4.33}
\end{equation*}
$$

The difference in areas between the two possible extremal surfaces is therefore

$$
\begin{equation*}
A_{d}-A_{c}=2 \ln \left(\frac{x_{0}^{2}+\tau_{0}^{2}-1}{2 x_{0}} \cdot \frac{1+\sin \Theta}{\cos \Theta}\right) \tag{4.34}
\end{equation*}
$$

From this, we see that there will be a transition when

$$
\begin{equation*}
\tau_{0}^{2}+\left(x_{0}-\frac{1-\sin \Theta}{\cos \Theta}\right)^{2}=\frac{2}{1+\sin \Theta} \tag{4.35}
\end{equation*}
$$

In the Lorentzian picture, this gives the trajectory of the phase boundary as

$$
\begin{equation*}
\left(x_{0}-\frac{1-\sin \Theta}{\cos \Theta}\right)^{2}=t^{2}+\frac{2}{1+\sin \Theta} \tag{4.36}
\end{equation*}
$$

using $t^{2}=-\tau_{0}^{2}$.
We can now map back to the original conformal frame (corresponding to Fig. 4.3 (a)) where the energy density is time-independent. Using the coordinate transformations

$$
\begin{equation*}
x=e^{y} \cos \phi, \quad \tau=e^{y} \sin \phi \tag{4.37}
\end{equation*}
$$

we have that the phase boundary in Euclidean coordinates is

$$
\begin{equation*}
e^{F} \sinh y=\cos \phi \tag{4.38}
\end{equation*}
$$

Here, $\phi$ is the Euclidean time, so in Lorentzian coordinates (where $\eta$ is the time coordinate), this phase boundary becomes

$$
\begin{equation*}
e^{F} \sinh y=\cosh \eta \tag{4.39}
\end{equation*}
$$

Finally, if we consider an interval $\left[y_{0}, \infty\right)$ (together with the equivalent interval in the other BCFT), we find that the entanglement wedge for this subsystem makes a transition to include geometry behind the black hole horizon when

$$
\begin{equation*}
\eta=\operatorname{arccosh}\left(e^{F} \sinh y_{0}\right) \sim F+y_{0} \tag{4.40}
\end{equation*}
$$

where the last relation holds for large $y_{0}$ and $F$.
Thus, for intervals that include most of the radiation system (when $y_{0}$ is some small order 1 number), we see a transition at the Page time after which the black hole interior can be reconstructed from the radiation system. For large $y_{0}$ the time is increased by an amount which is the time taken for the radiation to reach $y_{0}$. The behavior of the transition time is shown in Fig. 4.5. In this frame, the entanglement entropy is constant after the transition, since each part of the disconnected extremal surface in this case is just a boosted version


Figure 4.5: Time at which the subsystem of the radiation system greater than some distance from the BCFT boundary exhibits a transition in its entanglement entropy, for the case $c_{\text {bnd }} / c_{\text {bulk }} \sim 50$.
of the extremal surface for earlier times. It follows that the entanglement entropy increases from the initial time and then remains constant after the transition. From the results above, the precise expression for entropy as a function of time is ${ }^{7}$

$$
S= \begin{cases}\frac{c_{\text {bulk }}}{3} \ln \left(\frac{2}{\epsilon} \cosh \eta\right) & \eta<\operatorname{arccosh}\left(e^{F} \sinh y\right)  \tag{4.41}\\ 2 g+\frac{c_{\text {bulk }}}{3} \ln \left(\frac{2}{\epsilon} \sinh y_{0}\right) & \eta>\operatorname{arccosh}\left(e^{F} \sinh y\right),\end{cases}
$$

so we have an approximately linear increase before the transition and a constant entropy afterwards.

Let us explore the physics of this phase transition in the behavior of the entanglement. We have that the energy density in both BCFTs is completely time-independent. However, the entanglement entropy for the union of regions $x>x_{0}$ in the two CFTs increases with time, then undergoes a first order phase transition after which it is constant. The entanglement wedge initially does not include the black hole system, but after the transition

[^53]includes a portion of the interior of the black hole. Thus, while everything is static from an energy point of view, the state is evolving in such a way that information about the black hole interior eventually becomes accessible in the auxiliary radiation system.

To understand this better, it is helpful to recall that for a free field theory in the thermofield double state, each mode in one copy of the system is purified by the corresponding mode in the other copy of the system. In our present case, we expect similarly that the boundary system is initially purified to a large extent by the other copy of the boundary system, while the bulk system is purified by the other copy of the bulk system $]^{8}$ However, as we evolve forward in time, the entanglement structure evolves, and the information initially contained within the boundary system (describing our black hole initial state) leaks out into the bulk degrees of freedom, eventually leading to the transition we observe.

Let us now compute where the boundary of the entanglement wedge lies on the ETW brane after the transition. Consider a point $\left(x_{0}, \tau_{0}\right)$ on the Euclidean transition surface (4.35). Just after the transition to a disconnected minimal area extremal surface, the part of the surface originating at $\left(x_{0}, \tau_{0}\right)$ will end on the ETW brane at a point $\left(x_{c}, \tau_{c}\right)=\lambda\left(x_{0}, \tau_{0}\right)$. From Fig. 4.4 we see that the distance $r_{c}=\sqrt{x_{c}^{2}+\tau_{c}^{2}}$ from the origin for this point will satisfy

$$
\begin{equation*}
r=r_{c}+r_{H}+\sqrt{r_{H}^{2}-z_{c}^{2}} \tag{4.42}
\end{equation*}
$$

This gives

$$
\begin{equation*}
r_{c}=\frac{2 r}{r^{2}(1+\sin \Theta)+(1-\sin \Theta)}, \tag{4.43}
\end{equation*}
$$

so we have

$$
\begin{aligned}
\lambda & =\frac{r_{c}}{r} \\
& =\frac{2}{\left(x_{0}^{2}+\tau_{0}^{2}\right)(1+\sin \Theta)+(1-\sin \Theta)} \\
& =\frac{1}{x_{0} \cos \Theta+1},
\end{aligned}
$$

where we have used (4.35) in the last line.

[^54]Thus, we have

$$
\begin{equation*}
x_{c}=\frac{x_{0}}{x_{0} \cos \Theta+1}, \quad \tau_{c}=\frac{\tau_{0}}{x_{0} \cos \Theta+1} . \tag{4.44}
\end{equation*}
$$

Inverting these relations and plugging the resulting expressions for $x_{0}$ and $\tau_{0}$ in 4.35), we find that the points $\left(x_{c}, \tau_{c}\right)$ lie on a curve

$$
\begin{equation*}
\left[1+(1-\sin \Theta)^{2}\right] x_{c}^{2}+2 \tan \Theta(1-\sin \Theta) x_{c}+\tau_{c}^{2}=1 \tag{4.45}
\end{equation*}
$$

For the Lorentzian version of the problem, this becomes

$$
\begin{equation*}
\left[1+(1-\sin \Theta)^{2}\right] x_{c}^{2}+2 \tan \Theta(1-\sin \Theta) x_{c}=t_{c}^{2}+1 \tag{4.46}
\end{equation*}
$$

Note that $x_{0}>\sqrt{t_{0}^{2}+1}>t_{0}$, so from 4.44, we see that we will also have $x_{c}>t_{c}$. Thus, while the curve (4.46) crosses the horizon, the part beyond the horizon isn't relevant to us. The extremal surface always ends at a point on the brane that is outside the horizon.

Let's now calculate the proper distance to the horizon from the intersection point $\left(x_{c}, t_{c}, z_{c}\right)$ on the ETW brane. The ETW brane lies in the plane containing the origin and the point $\left(x_{0}, t_{0}\right)$ and extending directly inward in the $z$ direction. In this plane, the geometry is as in Fig. 4.4, where the outermost point is at distance $r=\sqrt{x_{0}^{2}-t_{0}^{2}}$. This is the proper distance along the blue curve in Fig. 4.4 from $H$ to the top of the blue arc, which lies at

$$
\begin{equation*}
z_{\max }=\sec \Theta-\tan \Theta . \tag{4.47}
\end{equation*}
$$

The distance is

$$
\begin{equation*}
d=\int_{z_{c}}^{z_{\max }} \frac{\mathrm{d} z}{z} \sqrt{\mathrm{~d} z^{2}+\mathrm{d} r^{2}} \tag{4.48}
\end{equation*}
$$

Using

$$
\begin{equation*}
r^{2}+(z+\tan \theta)^{2}=\sec ^{2} \theta \tag{4.49}
\end{equation*}
$$

we find that

$$
\begin{equation*}
d=\frac{1}{\cos \Theta} \ln \left(\frac{r+1}{r-1}\right) . \tag{4.50}
\end{equation*}
$$

In the $y_{0}$ coordinates and in terms of $F$, this is

$$
\begin{equation*}
d=\cosh (F) \ln \left(\frac{1+e^{-y_{0}}}{1-e^{-y_{0}}}\right) . \tag{4.51}
\end{equation*}
$$

We see that for large $y_{0}$ the location of the HRT surface intersection with the ETW brane after the transition is very close to the horizon.

Finally, we can look at the trajectory of the intersection point as a function of time after the transition. For the interval with left boundary $y_{0}$ in the $y$-coordinates, the initial intersection point is at

$$
\begin{equation*}
x_{c}=\sec \Theta\left(1+\frac{2}{(1+\sin \Theta)\left(e^{2 y_{0}}-1\right)}\right)^{-1} \tag{4.52}
\end{equation*}
$$

on the curve (4.46), while the later trajectory follows the curve

$$
\begin{equation*}
x_{c}^{2}-t_{c}^{2}=e^{2 y_{0}}\left(1-x_{c} \cos \Theta\right)^{2} . \tag{4.53}
\end{equation*}
$$

At late times, independent of $y_{0}$, this approaches the point

$$
\begin{equation*}
x=t=\sec \Theta=\cosh (F) \tag{4.54}
\end{equation*}
$$

on the horizon.
The outgoing lightlike curve along the ETW brane from this point is $x=t$, while the ingoing lightlike curve along the ETW brane from this point is simply $x=\sec \Theta$ for all $t$, using the result (4.26). We note that the corresponding lightlike curve $x=-\sec \Theta$ on the other side of the black hole does not intersect this curve, but the ingoing lightlike curve from any closer point does intersect this curve. Thus, the points $t= \pm x=\sec \Theta$ are a distinguished pair of points on the horizon for which the ingoing lightlike curves barely meet at the future singularity. The late-time intersection between the entanglement wedge for the radiation system and the black hole geometry is shown in Fig. 4.6.


Figure 4.6: The blue shaded region is the portion of the black hole interior that is included in the late-time entanglement wedge of any subsystem $|x|>a$ for any $a$, of the radiation system (for Poincaré coordinates).

### 4.2.3 Entanglement entropy from the CFT

The calculations of the previous section relied on holographic calculations of the entanglement entropy in a bottom-up holographic model where the number of boundary degrees of freedom on our BCFT is related to the tension of an ETW brane. While bottom-up models in AdS/CFT are widely studied and known to produce qualitative results that agree with those in systems that can be studied using a top-down approach, the bottom-up approach for BCFTs is less well studied, and one might thus worry whether our holographic results correctly capture the physics of genuine holographic CFTs. We will alleviate these concerns by reproducing our results for the entanglement entropies using the CFT methods of Chapter 3 .

Recall that entanglement entropy can be calculated from Rényi entropies using the replica trick:

$$
S_{A}=\lim _{n \rightarrow 1} S_{A}^{(n)}=\lim _{n \rightarrow 1} \frac{1}{1-n} \ln \operatorname{Tr}\left[\rho_{A}^{n}\right] .
$$

The operator $\rho_{A}^{n}$ can be related to the partition function of the $n$-fold branched cover, or replica manifold, of the original geometry. This, in turn, can be calculated for 2D CFTs by introducing certain twist operators $\Phi_{n}$ at the entangling points of $A$ [61]. The partition
function is given by a correlator of these twists. For $A=\left[z_{1}, z_{2}\right]$ for instance, we have

$$
\operatorname{Tr}\left[\rho_{A}^{n}\right]=\left\langle\Phi_{n}\left(z_{1}\right) \Phi_{-n}\left(z_{2}\right)\right\rangle
$$

In holographic theories, these correlation functions are dominated by the identity block in some channel. A change in dominance will lead to a phase transition in entanglement entropy. In an ordinary two-dimensional holographic CFT, this exchange causes a sudden shift from the disconnected to the connected entanglement wedge for two disjoint intervals. In a holographic BCFT, this exchange can occur for a two-point correlator of twists, corresponding to the entanglement entropy of a single interval. This is analogous to the four-point result in a CFT since the two-point function in a BCFT has the same symmetries as the four-point function, and can be evaluated using the method of images.

Consider a BCFT with boundary condition $b$ on the upper half-plane (UHP), $\{\operatorname{Im}(z) \geq$ $0\}$. We can perform a global transformation to the complement of the disk of radius $R$ via

$$
\begin{equation*}
w=R\left(\frac{1}{z-i / 2}-i\right) \tag{4.55}
\end{equation*}
$$

For simplicity, we also define $\vartheta:=w+i R$. We then have

$$
\begin{equation*}
z=\frac{R}{\vartheta}+\frac{i}{2}, \quad \operatorname{Im}[z(w)]=\frac{|w|^{2}-R^{2}}{2|\vartheta|^{2}}, \quad w^{\prime}(z)=-\frac{1}{R} \vartheta^{2} \tag{4.56}
\end{equation*}
$$

Since we have performed a global transformation, the energy density vanishes:

$$
\begin{equation*}
\langle T(w)\rangle=\frac{c}{12}\{z ; w\}=\frac{c}{12} \frac{z^{\prime \prime \prime} z^{\prime}-(3 / 2)\left(z^{\prime \prime}\right)^{2}}{\left(z^{\prime}\right)^{2}}=0 . \tag{4.57}
\end{equation*}
$$

Consider a two-point function of twist operators, $\Phi_{n}\left(w_{1}\right), \Phi_{-n}\left(w_{2}\right)$, introducing an $n$ fold branched cover with branch cut from $w_{1}$ to $w_{2}$. The twists are primary by definition,
so the correlation function transforms as

$$
\begin{align*}
\left\langle\Phi_{n}\left(w_{1}\right) \Phi_{-n}\left(w_{2}\right)\right\rangle_{\text {disk }} & =\left|w^{\prime}\left(z_{1}\right) w^{\prime}\left(z_{1}\right)\right|^{-d_{n}}\left\langle\Phi_{n}\left(z_{1}\right) \Phi_{-n}\left(z_{2}\right)\right\rangle_{\mathrm{UHP}} \\
& =\left|\frac{\left(\vartheta_{1} \vartheta_{2}\right)^{2}}{R^{2}}\right|^{-d_{n}}\left\langle\Phi_{n}\left(z\left(w_{1}\right)\right) \Phi_{-n}\left(z\left(w_{2}\right)\right)\right\rangle_{\mathrm{UHP}} . \tag{4.58}
\end{align*}
$$

For holographic BCFTs, the correlator of twists on the UHP can be evaluated using vacuum block dominance and an appropriate sparsity condition on the density of states, in a similar vein to [65]. Using this correlator and the replica trick, the entanglement entropy of the interval $A=\left(-\infty, w_{1}\right] \cup\left[w_{2}, \infty\right)$ is calculated by

$$
\begin{align*}
S_{A} & =\lim _{n \rightarrow 1} \frac{1}{1-n} \ln \left\langle\Phi_{n}\left(w_{1}\right) \Phi_{-n}\left(w_{2}\right)\right\rangle_{\text {disk }} \\
& =\frac{c}{6}\left[2 \ln \left|\frac{\vartheta_{1} \vartheta_{2}}{R}\right|+\min \left\{\frac{12}{c} g+\ln \left|\frac{\left(\left|w_{1}\right|^{2}-R^{2}\right)\left(\left|w_{2}\right|^{2}-R^{2}\right)}{\left(\vartheta_{1} \vartheta_{2} \epsilon\right)^{2}}\right|, \ln \left|\frac{R w_{12}}{\vartheta_{1} \vartheta_{2} \epsilon}\right|^{2}\right\}\right] \tag{4.59}
\end{align*}
$$

where $g:=-\ln \langle 0 \mid b\rangle$ is the boundary entropy, and $F$ is given by 4.14. We note the relations

$$
\begin{equation*}
e^{F}=\frac{1+T}{\sqrt{1-T^{2}}}=\frac{1+\sin \Theta}{\cos \Theta}, \quad 1-e^{-2 F}=\frac{2 \sin \Theta}{1+\sin \Theta} \tag{4.60}
\end{equation*}
$$

which we will use momentarily. The UV regulator $\epsilon$ is chosen in the physical conformal frame, namely the complement of the disk.

We now specialize to the symmetric interval $A$ at some fixed time $\operatorname{Im}(w)=\tau_{0}$, with $w_{1,2}= \pm x_{0}+i \tau_{0}$. Exponentiating (4.59), a phase transition occurs at

$$
\begin{align*}
\left(x_{0}^{2}-e^{-F} R\right)^{2}+\tau_{0}^{2} & =R^{2}\left(1-e^{-2 F}\right)  \tag{4.61}\\
\Longrightarrow \quad\left(x_{0}^{2}-\frac{\cos \Theta}{1+\sin \Theta} R\right)^{2}+\tau_{0}^{2} & =\frac{2 R \sin \Theta}{1+\sin \Theta} \tag{4.62}
\end{align*}
$$

using 4.60. In Lorentzian signature, $\tau_{0}^{2} \rightarrow-t_{0}^{2}$, and we obtain

$$
\begin{equation*}
\left(x_{0}^{2}-\frac{\cos \Theta}{1+\sin \Theta} R\right)^{2}=t_{0}^{2}+\frac{2 R \sin \Theta}{1+\sin \Theta} \tag{4.63}
\end{equation*}
$$



Figure 4.7: Replica calculation of entanglement entropy.

These phase boundaries precisely match (4.35) and (4.36) for $R=1$.

### 4.2.4 Holographic replica calculation

It is interesting to ask if the replicas used in the previous section have a natural gravitational avatar. According to [140, 141], the entanglement wedge phase transition is dual to the dominance of new saddles in the gravitational path integral for the bulk dual of the replica geometries used to calculate entanglement entropy. We will make some brief qualitative remarks on how this insight plays out in the current setting.

In calculating the entanglement entropy, we evaluated the Rényi entropies by calculating the BCFT partition function on a replica manifold obtained by gluing $n$ copies of the Euclidean space, shown in Fig. 4.7, across the cut. The topology of the replica manifold is a sphere with $n$ boundaries, as shown in the second figure. Considering a larger and smaller portion of the radiation system corresponds to enlarging or shrinking the size of the boundaries relative to the size of the sphere.

Now we can consider performing this path-integral calculation holographically, using the bottom-up approach where the boundaries extend into the bulk as ETW branes. In the case of a smaller portion of the radiation system, the holes in the second picture will be small, and we will have a set of disconnected ETW branes of disk topology that "cap off" the boundary holes. On the other hand, as we consider a larger portion of the radiation system, the circles become large in the second picture, and we expect that the dominant saddle in the gravitational calculation will correspond to the topology shown in the pic-
ture on the right where we have a single connected ETW brane with multiple boundary components.

It seems plausible that the transition to this new bulk topology is directly related to the transition of HRT surfaces in our original calculation, since the two calculations must agree. However, it is also confusing: the CFT calculation correctly reproduces the disconnected bulk HRT surface from the disconnected contribution to the twist correlation function alone, while this bulk saddle is a complicated connected geometry involving both twist operators. However, the same issue crops up when calculating the entanglement entropy of two (or multiple) intervals in the vacuum of a 2 d CFT [65], or a 2d BCFT as discussed in Chapter 3. The higher Rényi entropies are also computed by a connected bulk geometry [142], but the entanglement entropy is a sum of disconnected contributions. This is consistent because the semi-classical Virasoro block describing the connected geometry reduces to the identity exchange in the limit $n \rightarrow 1$.

Thus, taking into account the second HRT surface that correctly sees the decreasing branch of entanglement entropy corresponds in the gravity version of the replica calculation to including non-trivial topologies. Had we stuck with the original topology (as we would do if treating gravity perturbatively) it seems that we would get an answer which misses the transition, and is perhaps more akin to Hawking's original calculation, as suggested in [140, 141].

### 4.3 2D evaporating and single sided examples

In this section, we continue focusing on two-dimensional models, but generalize the simple example of the previous section to a case where we have a pure state of a single-sided black hole, and to cases with a dynamical energy density (as in the example of [6]) that more closely models the physics of a genuine evaporating black hole. 9
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Figure 4.8: BCFT models for single-sided black holes.

### 4.3.1 Single-sided case

It is straightforward to come up with BCFT examples of single-sided black holes. For example, Fig. 4.8 (a) shows a path-integral defining the state of a BCFT with some boundary system (fat red line) with many degrees of freedom. Here, instead of evolving the full BCFT from $\tau=-\infty$ to define the vacuum state of this system, we only evolve the boundary system from some finite past Euclidean time, as for the SYK states in [85]. For prior Euclidean times, we have a different boundary condition (thin red line) that we take to be associated with a small number of boundary degrees of freedom. At the transition between these two boundaries we have an appropriate boundary condition changing operator.

This construction should place the boundary system in a high-energy state, while the bulk CFT degrees of freedom should be in a lower-energy state (through they are also affected by the change of boundary conditions in the Euclidean past). In this case, the
dual gravity solution will involve ETW branes with different tensions, and some junction between branes dual to the boundary-condition changing operator. This may simply be a codimension-two surface, or something smoother, as depicted in Fig. 4.8(b).

It would be interesting to analyze this example in detail. For now, we point out that we can understand the physics of a similar example using the results of the previous section. Fig. 4.8(c) shows almost the same setup, but with a different geometry for the pathintegral. This picture is similar to a $\mathbb{Z}_{2}$ identification of our setup from the previous section. If we choose the lower boundary condition to correspond to a $T=0$ ETW brane in the bulk and we choose the boundary-condition changing operator appropriately (so that the equation of motion at the codimension-two brane gives a constraint that the two-types of ETW branes should meet orthogonally), then the dual geometry for this setup will be precisely a $\mathbb{Z}_{2}$ identification of the bulk geometries from the previous section, with a zero-tension ETW brane at the $\mathbb{Z}_{2}$ fixed point, as shown in Fig. 4.8(d). In this case, all of our calculations and qualitative conclusions go through almost unchanged. The only significant difference is that the connected RT surface from the previous section is now replaced by its $\mathbb{Z}_{2}$ identification, which ends on the $T=0$ brane.

### 4.3.2 Dynamical case

We can also modify our two-sided example in order to introduce time evolution of the energy density more characteristic of an evaporating black hole. We would like to have a situation where our auxiliary system starts out in a state that is closer to the vacuum state, so that the energy in the initial black hole state will radiate into this system.

A simple construction (similar to that discussed in [6]) is shown in Fig. 4.9. The left picture shows a state of four quantum systems. The outer systems are BCFTs with some boundary condition (denoted by a dark red boundary) that we imagine has a small boundary entropy. The path integrals shown place these systems into their vacuum state. The remaining part of the path integral constructs a thermofield double state of two systems, each of which is a BCFT living on a small interval with different boundary conditions on the two ends. The dark red boundary condition is the same as before, but the semicircular boundary (shown bright red) corresponds to a boundary system with many degrees of


Figure 4.9: 2D model for an evaporating black hole.
freedom as in the example of the previous section.
In order to make the two-sided black hole evaporate, we consider a modified system where we glue the systems together as shown on the right side of Fig. (4.9). In the final path integral, shown on the right, we are describing a state of the same system that we considered in the earlier part of this section. However, since our Euclidean path integral is in some sense a small modification of the picture on the left, we expect that far away from the black hole, the local physics of the reservoir system will be similar to the vacuum. In this case, the energy in the (bright red) boundary degrees of freedom will gradually leak out into the reservoir system. The dual gravitational picture will be that of an evaporating black hole.

In studying the dual system explicitly using the bottom-up approach, we will now have two types of branes, one with a larger tension corresponding to the bright red boundary condition, and one with a smaller tension corresponding to the dark red boundary condition. The latter is what [6] refer to as the Cardy brane. We expect that the behaviour of this system should match the qualitative picture described in [6], but now it should be possible to study everything quantitatively. Since the branes only couple to the metric and we are in three dimensions, the local geometry of the holographic dual will be that of AdS, and the dynamics of the system will be reflected in the trajectories of the ETW branes.

## Phase Boundaries on the Annulus

In order to study situations like the previous section, we can apply the methods of [143, 144] who were making use of a similar Euclidean setup (without the middle boundary) to study local quenches in a holographic CFT. For any specific shape of the boundaries in (4.9), it is possible to map the doubled picture describing the full CFT path integral conformally to an annulus, where the circular boundary maps to the inner edge of the annulus and the other boundaries (shown in dark red) together map to the outer boundary of the annulus. We can also map the annulus to a finite cylinder, so we see that the physics will be related to the physics of the thermofield double state of a pair of CFTs on a finite interval with different boundary conditions on the two ends.

We can again start with the global AdS metric (4.16) in which we know the ETW trajectories explicitly. Here, though, we consider a finite segment of the boundary cylinder, with a boundary condition corresponding to tension $T$ at $y=-L$ and a boundary condition corresponding to tension $T=0$ (or some other tension) at $y=0$. Changing to Poincaré coordinates as in $\S 4.2$, the CFT region becomes an annulus with inner radius $R=e^{-L}$ and outer radius 1, centred at the origin. Also as in that section, the location of the ETW brane corresponding to the inner boundary is

$$
\begin{equation*}
x^{2}+\tau^{2}+(z+R \tan \Theta)^{2}=R^{2} \sec ^{2} \Theta, \quad \Theta=\arcsin (T), \tag{4.64}
\end{equation*}
$$

while that corresponding to the outer boundary is

$$
\begin{equation*}
x^{2}+\tau^{2}+z^{2}=1 \tag{4.65}
\end{equation*}
$$

For sufficiently large $L$, the two BCFT boundaries are far apart and the phase boundaries for the transition between connected and disconnected HRT surfaces are those found previously for the case of a single boundary; the phase boundary for the transition between a connected surface and a disconnected surface ending on the inner ETW brane has locus

$$
\begin{equation*}
\left[x-\frac{R(1-\sin \Theta)}{\cos \Theta}\right]^{2}+\tau^{2}=\frac{2 R^{2}}{1+\sin \Theta}, \tag{4.66}
\end{equation*}
$$

while that for the outer ETW brane is

$$
\begin{equation*}
(x+1)^{2}+\tau^{2}=2 . \tag{4.67}
\end{equation*}
$$

Note these are the phase boundaries in the region $x>0$; the $x<0$ phase boundaries are given by symmetry about $\tau=0$.

As $L$ is decreased to some critical value

$$
\begin{equation*}
L_{\mathrm{c}} \equiv-\ln \left[\frac{(-1+\sqrt{2}) \cos \Theta}{(1-\sin \Theta)+\sqrt{2(1-\sin \Theta)}}\right] \tag{4.68}
\end{equation*}
$$

the phase boundaries will osculate within the annulus at $\tau=0$. For smaller $L$, a direct transition between disconnected HRT surfaces ending on the higher tension brane and surfaces ending on the lower tension brane can occur. The phase boundary between these disconnected phases is given by

$$
\begin{equation*}
x^{2}+\tau^{2}=R\left[\frac{(1-\sin \Theta)+R \cos \Theta}{R(1-\sin \Theta)+\cos \Theta}\right]=\ell^{2} \tag{4.69}
\end{equation*}
$$

where we have defined $\ell$ for later convenience. This is pictured in Fig. 4.10,
We can now map to a new conformal frame with the desired dynamical Cardy brane. The phase boundaries should simply be pushed forward using the appropriate conformal transformation, then analytically continued to Lorentzian signature. Following [143], if we start from Poincaré coordinates

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\mathrm{d} \eta^{2}+\mathrm{d} \zeta \mathrm{~d} \bar{\zeta}}{\eta^{2}} \tag{4.70}
\end{equation*}
$$

a map $\zeta=f(w)$ corresponds to a coordinate transformation

$$
\begin{aligned}
\zeta & =f(w)-\frac{2 z^{2}\left(f^{\prime}\right)^{2}\left(\overline{f^{\prime \prime}}\right)}{4\left|f^{\prime}\right|^{2}+z^{2}\left|f^{\prime \prime}\right|^{2}} \\
\eta & =\frac{4 z\left|f^{\prime}\right|^{3}}{4\left|f^{\prime}\right|^{2}+z^{2}\left|f^{\prime \prime}\right|^{2}}
\end{aligned}
$$



Figure 4.10: Phase diagram for annulus with supercritical $L$ (left) and subcritical $L$ (right). The point $(x, y)$ belongs to one of three regions, depending on whether the RT surface anchored at points $\{(x, y),(-x, y)\}$ is connected (red), disconnected and ending on the inner ETW brane (black), or disconnected and ending on the outer ETW brane (light blue).
in the dual asymptotically AdS geometry. The new metric is

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{1}{z^{2}}\left(\mathrm{~d} z^{2}+\mathrm{d} w \mathrm{~d} \bar{w}+z^{2}\left(T(w) \mathrm{d} w^{2}+\bar{T}(\bar{w}) \mathrm{d} \bar{w}^{2}\right)+z^{4} T(w) \bar{T}(\bar{w}) \mathrm{d} w \mathrm{~d} \bar{w}\right) \tag{4.71}
\end{equation*}
$$

where the holographic stress tensors (corresponding to the stress tensors in the CFT state) are given by

$$
\begin{equation*}
T(w)=\frac{3\left(f^{\prime \prime}\right)^{2}-2 f^{\prime} f^{\prime \prime \prime}}{4\left(f^{\prime}\right)^{2}}, \quad \bar{T}(\bar{w})=\frac{3\left(\bar{f}^{\prime \prime}\right)^{2}-2 \bar{f}^{\prime} \bar{f}^{\prime \prime \prime}}{4\left(\bar{f}^{\prime}\right)^{2}} \tag{4.72}
\end{equation*}
$$

## Conformal mapping

As a specific example, we can take the "single joining quench" geometry of [143] and add to it another boundary centered at the origin. This second boundary is taken to be the image of the inner boundary of the annulus under the conformal transformation

$$
\begin{equation*}
w(\zeta)=\frac{2 \zeta}{1-\zeta^{2}} \tag{4.73}
\end{equation*}
$$



Figure 4.11: Example path-integral geometry generating a BCFT state corresponding to a two-sided black hole system with dynamical energy density.
which takes us from the unit disk (with complex coordinate $\zeta=x+i \tau$ ) to the single joining quench geometry (with coordinate $w=\hat{x}+i \hat{\tau}$ ). An example of the resulting path-integral geometry is shown in Fig. 4.11.

We note a few important features of such a map. Firstly, the symmetry $x \rightarrow-x$ translates to a symmetry $\hat{x} \rightarrow-\hat{x}$, and likewise symmetry $\tau \rightarrow-\tau$ translates to symmetry $\hat{\tau} \rightarrow-\hat{\tau}$. Secondly, the outer annular boundary $|\zeta|=1$ maps to the intersection of the slits $i[1, \infty)$ and $-i[1, \infty)$, while the inner boundary maps to

$$
\begin{equation*}
\hat{x}^{2}+\hat{\tau}^{2}=\frac{1}{2 \cosh ^{2}(L)}\left[1+\sqrt{1+\frac{4 \hat{x}^{2}}{\tanh ^{2}(L)}}\right] . \tag{4.74}
\end{equation*}
$$

Finally, we note that the energy density with respect to Euclidean time $\hat{\tau}$ is defined by

$$
\begin{equation*}
T(w)+\bar{T}(\bar{w})=\frac{3}{4\left(1+w^{2}\right)^{2}}+\frac{3}{4\left(1+\bar{w}^{2}\right)^{2}}=\frac{3}{2}\left[\frac{\hat{\tau}^{4}-2\left(3 \hat{x}^{2}+1\right) \hat{\tau}^{2}+\left(\hat{x}^{2}+1\right)^{2}}{\left(\left(1+\hat{x}^{2}-\hat{\tau}^{2}\right)^{2}+4 \hat{x}^{2} \hat{\tau}^{2}\right)^{2}}\right] \tag{4.75}
\end{equation*}
$$

The Lorentzian analogue decays as we move away from the boundary which represents the black hole.

In the new coordinates, the phase boundary between connected HRT surfaces and dis-
connected surfaces ending on the outer ETW brane is $\hat{x}^{2}+\hat{\tau}^{2}=1$, while the phase boundary between connected surfaces and disconnected surfaces ending on the inner ETW brane is

$$
\begin{equation*}
\left(\alpha\left(\hat{x}^{2}+\hat{\tau}^{2}\right)-\beta \hat{x}-\sin \Theta\right)^{2}=\left(\hat{x}^{2}+\hat{\tau}^{2}+1\right)^{2}-4 \hat{\tau}^{2} \tag{4.76}
\end{equation*}
$$

with

$$
\begin{align*}
& \alpha=\frac{\left(1+R^{2}\right)^{2}(1+\sin \Theta)-4 R^{2}}{4 R^{2}}=\cosh ^{2}(L)(1+\sin \Theta)-1  \tag{4.77}\\
& \beta=\frac{\left(1+R^{2}\right)}{R} \cos \Theta=2 \cosh (L) \cos \Theta .
\end{align*}
$$

If a transition between the two disconnected phases is present, the phase boundary has locus

$$
\begin{equation*}
\hat{x}^{2}+\hat{\tau}^{2}=\frac{2 \ell^{2}}{\left(1+\ell^{2}\right)^{2}}\left[1+\sqrt{1+\frac{4 \hat{x}^{2}\left(1+\ell^{2}\right)^{2}}{\left(1-\ell^{2}\right)^{2}}}\right] \tag{4.78}
\end{equation*}
$$

where we recall $\ell$ from 4.69). This transition is pictured in Fig. 4.12.
We can analytically continue $\hat{t}=-i \hat{\tau}$ to determine the BCFT boundaries and phase boundaries in Lorentzian signature. For $L>L_{\mathrm{c}}$, the phase boundaries now meet at the point

$$
\begin{equation*}
\hat{x}_{0}=\frac{\alpha-\sin \Theta}{2+\beta}, \quad \hat{t}_{0}=\sqrt{\hat{x}_{0}^{2}-1} . \tag{4.79}
\end{equation*}
$$

For $|\hat{t}|<\hat{t}_{0}$ we have three distinct phases, while for $|\hat{t}|>\hat{t}_{0}$ we just have the two disconnected phases. For $L<L_{\mathrm{c}}$, we just have the two disconnected phases. The various phase configurations are shown in Fig. 4.13 ,

One can now determine the time-dependence of the entanglement entropy along any desired trajectory. Recall from previous sections that, on the annulus, the HRT surfaces for symmetrically situated intervals (with inner endpoints $( \pm x, \tau)$ ) are circular arcs. The


Figure 4.12: Phase diagram for Euclidean modified (two boundary) single joining quench geometry with supercritical $L$ (left) and subcritical $L$ (right). As before, the point $(x, y)$ belongs to one of three regions, depending on whether the RT surface anchored at points $\{(x, y),(-x, y)\}$ is connected (red), disconnected and ending on the inner ETW brane (black), or disconnected and ending on the outer ETW brane (light blue).


Figure 4.13: Phase diagram for Lorentzian modified (two boundary) single joining quench geometry with supercritical $L$ (left) and subcritical $L$ (right). We have simply analytically continued the phase boundaries from the Euclidean case.
corresponding entanglement entropy is given by

$$
S(x, \tau)=\left\{\begin{array}{lc}
\ln \left[\frac{2 x}{\tilde{\epsilon}(x, \tau)}\right], & \text { connected }  \tag{4.80}\\
\ln \left[\frac{\left(x^{2}+\tau^{2}-R^{2}\right)(1+\sin \Theta)}{\tilde{\epsilon}(x, \tau) R \cos \Theta}\right], & \text { disconnected } T>0 \\
\ln \left[\frac{1-x^{2}-\tau^{2}}{\tilde{\epsilon}(x, \tau)}\right], & \text { disconnected } T=0
\end{array}\right.
$$

Here, we have recalled [144] that the UV regulator $\epsilon$ in the physical setup requires a position dependent regulator $\tilde{\epsilon}(x, \tau)=\left|\zeta^{\prime}(w)\right| \epsilon$ in the annular setup. It is a simple matter to apply the appropriate conformal transformation and Wick rotate to Lorentzian signature, whence we recover the expression for the entanglement entropy of symmetrically situated intervals in the Lorentzian modified local quench geometry.

### 4.4 Discussion

In this section, we present a few additional observations and some directions for future work.

### 4.4.1 Connection to boundary microstates

The transitions in entanglement entropy observed in this chapter are directly related to the transitions in entanglement entropy discussed in Chapter 2. There, we considered black hole microstates for a holographic CFT on $\mathbb{S}^{d}$ defined via a Euclidean path-integral on a finite cylinder, with a boundary at time $\tau_{0}$ in the Euclidean past. This corresponds to the evolution of a boundary state $|B\rangle$ by Euclidean time $\tau_{0}$. In the 2D CFT case for small enough $\tau_{0}$, this state corresponds to a single-sided black hole at temperature $4 / \tau_{0}$, with a time-dependent ETW brane behind the horizon providing an inner boundary for the black hole.

For these states, the entanglement entropy for an interval can exhibit a phase transition as the interval size is increased, such that after the transition, the entanglement wedge of the interval includes a region behind the black hole horizon (terminating on the ETW


Figure 4.14: BTZ black hole microstates have the same brane profile and hence entanglement entropy as the planar black hole dual to a global quench. The quench geometry is obtained from a local conformal transformation of the excised disk, so the transition in entanglement entropy for the static case described above, and the BTZ microstates in Chapter2, are controlled by the same CFT correlator.
brane). This is somewhat reminiscent of the entanglement wedge transition discussed in this chapter. However, the connection can be made precise.

If we unwrap the circle on which the CFT lives, we obtain a planar black hole dual (above the Hawking-Page transition [145]) to the global quench geometry [63]. The holographic results for entanglement entropy in this situation are the same as in the compact case, since the gravity dual for the compact case is just a periodic identification of the gravity dual for the non-compact case. The CFT calculation of entanglement entropy in the non-compact case is carried out via a correlation function of twist operators on an infinite strip. But a local conformal transformation maps this calculation to exactly the CFT calculation in $\$ 4.2 .3$ used to deduce the phase transition in this chapter.

We visual this connection in Fig. 4.14. In the single-sided microstates, there is a transition in the extremal surfaces as the boundary region is increased (blue and green regions in Fig. 4.14). In the CFT, this can be calculated by a correlator of twists in the large- $c$ limit and simple spectral constraints, as described in Chapter 3 .

### 4.4.2 Higher-dimensional evaporating black holes

In future work, it would be interesting to study explicitly some higher-dimensional analogues of the constructions considered in this chapter. We describe a few specific constructions in this final section. For these higher-dimensional examples, a detailed study will likely require some numerics as the bulk geometry will no longer be locally AdS. However, as the geometries depend on only two variables, such a study should be quite feasible.

## BCFT microstate construction

Fig. 4.15 shows on the left a Euclidean path integral for a high-energy CFT state obtained by placing some boundary conditions in the Euclidean past (at the red sphere). This corresponds to a black hole with some time-dependent behind-the-horizon physics, as described in Chapter 2 , We have in mind that the red boundary corresponds to a boundary condition with a large boundary entropy, so that the holographic description involves a brane with large tension.

Now we couple this system to a bulk CFT as shown on the right. Here, we need to introduce an additional boundary component (shown in green) into the Euclidean path integral. Two possible choices for the topology of this boundary component are shown. We have in mind that this boundary has a small boundary entropy, perhaps corresponding to a $T=0$ brane. This setup is the precise higher-dimensional analogue of the single-sided setup of $\$ 4.3$.

In the dual holographic theory, using the bottom-up approach, we will have a bulk $d+1$-dimensional gravity action, but also two different types of $d$-dimensional ETW branes corresponding to the two different boundary conditions. Finally, there will be another $d-1$ dimensional brane that serves as the interface between the two types of $d$-dimensional branes. This can have its own tension parameter independent of the others.


Figure 4.15: Higher dimensional construction based on BCFT microstates.


Figure 4.16: Higher-dimensional construction based on CFT-Vaidya states.

## Vaidya-type construction

Another interesting case makes use of the setup of [113]. Fig. 4.16 shows on the left a Euclidean path integral for a CFT state dual to a shell of matter that collapses to form a black hole. We have insertions of many operators at some small time in the Euclidean past. Alternatively, we could consider a smooth source for some operator, again localized around some particular time $\tau=-\epsilon$. We can take a limit where $\tau \rightarrow 0$ but the sources/insertions are chosen such that we end up with a finite energy state.

Now we couple this system to a bulk CFT as shown on the right. Without the sources, this path-integral would give the vacuum state of the BCFT. We expect that the sources mainly excite boundary degrees of freedom, so the bulk part of the CFT is still nearly in the vacuum state. In this case, we expect that the state is dual to a shell that collapses to form a black hole but then evaporates.

### 4.5 Conclusion

In this chapter, we constructed simple holographic models in which the dynamics of evaporating black holes could be studied quantitatively. Our first model does not involve any lost degrees of freedom, but rather "information radiation" leaving the black hole. The signature of escape is a transition in the entanglement surface at the Page time, after which we are able to construct some portion of the interior region. We were able to verify our holographic computations using the microscopic techniques of Chapter 3. We also considered single-sided and genuinely evaporating examples, and discussed generalizations
to higher dimensions.
In the next chapter, we will consider a related transition in entanglement surface, but from the perspective of quantum information processing in spacetime. This will give us an alternative way to understand how information emerges from black holes.

## Chapter 5

## Quantum Tasks on the Brane

### 5.1 Introduction

In this chapter, we prove a theorem relating extremal surfaces and causal features of asymptotically AdS spacetimes which are ended by branes. These spacetimes are described by a manifold with boundary, along with a Lorentzian metric. The metric satisfies Einstein's equations and a boundary condition set at the brane, which we call the end-of-the-world (ETW) brane. Holographically, such spacetimes are proposed to be dual to conformal field theories with a boundary [59, 91], and are relevant to the emergence of spacetime [101, 146, 147], holographic approaches to cosmology [1, 139, 148], and to the black hole information problem [3, 6, 76, 149, 150, 151, 152, 153].

We will be most interested in the application of our theorem in the context of the black hole information problem. In particular, in the previous chapter (see also[6, 76, 149, 150, $151,152,153$ ]) we viewed the brane as a black hole, and subregions of the CFT as the radiation which has escaped the black hole. To understand if the radiation system, call it $R$, reconstructs the black hole interior the standard approach is to find the minimal extremal surface anchored to $R$. The region enclosed by $R$ and this extremal surface, called the entanglement wedge of $R$, is the portion of the bulk which can be recovered from $R$ [100, 53, 43, 49, 50, 52]. Consequently by studying whether bulk extremal surfaces are brane-attached or detached one can understand when information that has fallen into the
black hole can be recovered from the radiation.
In this work we give an alternative approach to understanding when it is possible to reconstruct the black hole interior from a given radiation system. Our approach begins by recalling the connected wedge theorem [77, 78, 154], which relates the location of the entanglement wedge to the existence of causally defined regions in the bulk. We adapt the connected wedge theorem to the context of asymptotically AdS spacetimes which are ended by branes. Rather than find extremal surfaces, this theorem instructs us to check for the existence of a light ray from the black hole interior to the radiation system through the higher dimensional AdS geometry ${ }^{1}$ If this light ray exists, then the black hole interior can be recovered from the radiation.

Here is a brief chapter outline:

- In the remainder of this section, we preview the main result, the $1 \rightarrow 2$ connected wedge theorem, and briefly discuss the AdS/BCFT correspondence.
- In $\$ 5.2$, we give the quantum information-based argument for the $1 \rightarrow 2$ theorem.
- In $\S 5.3$, we prove the $1 \rightarrow 2$ theorem from the bulk gravity perspective, making use of the null energy condition.
- In $\$ 5.4$, we study bulk gravity solutions in $2+1$ dimensions that have a constant tension brane and are locally pure AdS, and verify the theorem explicitly.
- In $\$ 5.5$, we take up the discussion of islands. We study in particular island formation in BCFT models of black holes, following the set-up of Chapter 4 closely.
- In $\$ 5.6$ we conclude with some open questions and remarks.


### 5.1.1 Preview of the $1 \rightarrow 2$ connected wedge theorem

To arrive at our theorem, we employ the operational perspective on AdS/CFT initiated in [77] and elaborated in [78, 154]. In particular, the authors of [77, 78, 154] considered a

[^56]quantum computation with inputs given at two boundary spacetime locations and outputs at two other boundary locations. Viewing this computation from a bulk and boundary perspective leads to the connected wedge theorem. Here we use a similar construction that applies to the context of AdS spacetimes ended by branes. Specifically, we take quantum computations with one input location and two output locations. Additional information involved in the computation is localized to the brane. We refer to the present result as the $1 \rightarrow 2$ connected wedge theorem, and the earlier result of [78, 154] as the $2 \rightarrow 2$ connected wedge theorem, based on the number of input and output points involved.

To state the $1 \rightarrow 2$ connected wedge theorem, consider one 'input' region $\hat{\mathcal{C}}_{1}$ and two 'output' regions $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$. Note that we use hatted letters to denote regions in the boundary. We choose $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ such that they touch the brane. The theorem is stated in terms of two additional spacetime regions constructed causally from $\hat{\mathcal{C}}_{1}, \hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$.

The first region is denoted $\hat{\mathcal{V}}_{1}$ and called the decision region. It is defined by

$$
\begin{equation*}
\hat{\mathcal{V}}_{1} \equiv \hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{2}\right) \tag{5.1}
\end{equation*}
$$

Here $\hat{J}^{ \pm}(\hat{X})$ denotes the future and past of a region $\hat{X}$ taken in the boundary geometry ${ }^{2}$ We will restrict our attention to choices of region $\hat{\mathcal{C}}_{i}, \hat{\mathcal{R}}_{i}$ such that $\hat{\mathcal{C}}_{i} \subseteq \hat{\mathcal{V}}_{i}$.

The second region is called the entanglement scattering region. To define it, denote the entanglement wedge of a boundary region $\hat{X}$ by $X$, so that $X=\mathcal{E}_{W}(\hat{X})$. Further, denote the future and past of a region taken in the bulk geometry by $J^{ \pm}(X)$. Then the entanglement scattering region is defined by

$$
\begin{equation*}
J_{1 \rightarrow 12}^{\mathcal{E}} \equiv J^{+}\left(\mathcal{C}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right) \cap \mathcal{B}, \tag{5.2}
\end{equation*}
$$

where $\mathcal{B}$ denotes the end-of-the-world (ETW) brane. This and definition (5.1) are illustrated in Fig. 5.1 .

Our main result is as follows.
Theorem 1. ( $1 \rightarrow 2$ connected wedge theorem) Consider three boundary regions $\hat{\mathcal{C}}_{1}, \hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$

[^57]

Figure 5.1: Illustration of Theorem 1, shown with a zero tension brane. The input region is $\hat{\mathcal{C}}_{1}$, shown in blue in the lower portion of the diagram, while the output regions are the light blue half diamonds attached to the edge. The decision region $\hat{\mathcal{V}}_{1}$ is shown in black. a) When a boundary point $c_{1}$ and two edge points $r_{1}, r_{2}$ have a bulk scattering region which intersects the brane, the entanglement wedge of an associated domain of dependence (black shaded region) attaches to the brane. b) When there is no such scattering region, the entanglement wedge need not be connected.
in an asymptotically $A d S_{2+1}$ spacetime with an end-of-the-world brane. Require that $\hat{\mathcal{C}}_{1} \subseteq \hat{\mathcal{V}}_{1}$, and that $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ touch the brane. Then if $J_{1 \rightarrow 12}^{\mathcal{E}}$ is non-empty, the entanglement wedge of $\hat{\mathcal{V}}_{1}$ is attached to the brane.

Note that in some cases $\hat{\mathcal{V}}_{1}$ may attach to the brane in the boundary, in which case the theorem is trivially true. The converse to this theorem does not hold, and we give an explicit example in the main text.

To motivate our theorem, consider the following scenario. Suppose some classical information $q$ is encoded in the brane, for instance in some brane-localized degrees of freedom. We leave unspecified at this stage in the argument where this corresponds to $q$ being localized in the boundary. Alice, an observer, receives a quantum state $H^{q}|b\rangle$ in region $\hat{\mathcal{C}}_{1}$, where $H$ is the Hadamard operator ${ }^{3}$ If $q=0$, then $H^{q}=\mathcal{I}$ and this is $|0\rangle,|1\rangle$ for $b=0,1$. If $q=1$, then $H^{q}=H$ and this is $|+\rangle,|-\rangle$ for $b=0,1$. Without knowing $q$, Alice is not able to measure in the correct basis and learn $b$. However, Alice's goal is to bring $b$ to two regions $\hat{\mathcal{R}}_{1}$ and $\hat{\mathcal{R}}_{2}$, which will be attached to the CFT edge.

Causality requires that Alice can succeed in her task only when $q$ is stored in the patch of spacetime formed from the overlap of the past of $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ (since she needs to send $b$ to both output regions) and the future of $\hat{\mathcal{C}}_{1}$ (since she needs the input $H^{q}|b\rangle$ ). We can consider this overlap in either the bulk or the boundary perspective. In the boundary we consider the future or past of the relevant boundary regions, $\hat{\mathcal{V}}_{1}=\hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{1}\right) \cap$ $J^{-}\left(\hat{\mathcal{R}}_{2}\right)$. In the bulk perspective it is appropriate to consider the future or past of the corresponding entanglement wedges, $J^{+}\left(\mathcal{C}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right)$. In either case if the overlap contains $q$, Alice can complete her task.

When the bulk overlap intersects the brane it contains $q$. This is just the statement that $J_{1 \rightarrow 12}^{\mathcal{E}}=J^{+}\left(\mathcal{C}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right) \cap \mathcal{B}$ is non-empty. Then in the bulk picture Alice can complete her goal of bringing $b$ to $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$. Meanwhile, for a holographic BCFT, entanglement wedge reconstruction tells us that the information stored in $\hat{\mathcal{V}}_{1}$ is geometrized as bulk degrees of freedom in its entanglement wedge. Thus the entanglement wedge of $\hat{\mathcal{V}}_{1}$ should include the brane whenever $J_{1 \rightarrow 12}^{\mathcal{E}}$ is non-empty, which is the claim of the theorem.

[^58]In earlier work [77, 78], the case where input and output regions consisted of single points was considered. For the applications of our theorem to islands discussed in $\$ 5.5 \mathrm{a}$ point based version of Theorem 1 is appropriate. Partly this is because the statement in terms of regions is equivalent to the point based statement in the setting of pure AdS with an ETW brane. When not considering pure AdS spacetimes however the region based statement is stronger, so we have included the statement and proof of the more general theorem.

Notice that if we choose $\hat{\mathcal{C}}_{i}$ such that $\hat{\mathcal{C}}_{i}=\hat{\mathcal{V}}_{i}$ the theorem is not useful, in that finding the entanglement scattering region already involves determining the entanglement wedge of $\hat{\mathcal{V}}_{i}$. In this case however we can consider the minimal extremal surface which is not attached to the brane, call it $\gamma_{\mathcal{V}_{1}}^{\prime}$, and define the region $W\left[\gamma_{\mathcal{V}_{1}}^{\prime}\right]$ whose boundary is $\gamma_{\mathcal{V}_{1}}^{\prime} \cup$ $\mathcal{V}_{1}$. Note that $W\left[\gamma_{\mathcal{V}_{1}}^{\prime}\right]$ is contained within the true entanglement wedge $W\left[\gamma_{\mathcal{V}_{1}}\right]$, which in general may be larger. In fact it will be larger whenever the minimal extremal surface $\gamma_{\mathcal{V}_{1}}$ is attached to the brane. Then Theorem 1 can be used to conclude that if

$$
\begin{equation*}
\left(J^{\prime}\right)_{1 \rightarrow 12}^{\mathcal{E}} \equiv J^{+}\left(W\left[\gamma_{\nu_{1}}^{\prime}\right]\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right) \cap \mathcal{B} \neq \varnothing \tag{5.3}
\end{equation*}
$$

then $W\left[\gamma_{\mathcal{V}_{1}}^{\prime}\right]$ will not be the full entanglement wedge, and instead it is the brane attached extremal surface which is minimal.

### 5.1.2 Review of AdS/BCFT

The $1 \rightarrow 2$ theorem will be proven using the focusing theorem for asymptotically AdS spacetimes which feature an end-of-the-world (ETW) brane. In the context of our quantum information discussion however, and in the context of applying our theorem to islands, we have a particular holographic dual description of these spacetimes in mind. We describe this boundary picture in this section.

A BCFT is a conformal field theory living on a manifold with boundary, along with a conformally invariant boundary condition. For appropriate BCFTs, the AdS/BCFT [59, 91] correspondence suggests a bulk dual description, which consists of an asymptotically AdS region along with an extension of the CFT boundary into the bulk as an ETW brane.

To avoid confusion with the bulk-boundary language of the AdS/CFT correspondence, we will refer to the CFT boundary as the edge. The bulk spacetime and brane are described by an action

$$
\begin{align*}
I_{\text {bulk }}+I_{\text {brane }}= & \frac{1}{16 \pi G_{N}} \int \mathrm{~d}^{d+1} x \sqrt{g}\left(R-2 \Lambda+L_{\text {matter }}\right) \\
& +\frac{1}{8 \pi G_{N}} \int_{\mathcal{B}} \mathrm{d}^{d} y \sqrt{h}\left(K+L_{\text {matter }}^{\mathcal{B}}\right) \tag{5.4}
\end{align*}
$$

where $L_{\text {matter }}$ and $L_{\text {matter }}^{\mathcal{B}}$ are matter Lagrangians for fields in the bulk and brane respectively. As usual, $R$ is the Ricci curvature and $\Lambda$ the bulk cosmological constant, while $K$ is the trace of the extrinsic curvature of the brane,

$$
\begin{equation*}
K_{a b}=\nabla_{a} n_{b} \tag{5.5}
\end{equation*}
$$

for outward normal $n_{j}$ to $\mathcal{B}$, and $a, b$ refer to brane coordinates $y^{a}$. This action leads to Einstein's equations in the bulk, along with the boundary condition

$$
\begin{equation*}
-\frac{1}{8 \pi G_{N}}\left(K_{a b}-K h_{a b}\right)=T_{a b}^{\mathcal{B}} \tag{5.6}
\end{equation*}
$$

In AdS/BCFT, the Ryu-Takayanagi formula [38] and its covariant generalization the HRT formula [41] continue to calculate the entropy of boundary subregions, provided the homology condition is appropriately adapted [2]. In the context of AdS/CFT, and assuming the null energy condition, the HRT formula is equivalent to the maximin formula [43]. We will assume this remains the case in AdS/BCFT. The maximin formula states that, to leading order in $1 / G_{N}$,

$$
\begin{equation*}
S(A)=\max _{\Sigma} \min _{\gamma_{A}}\left(\frac{\operatorname{Area}\left[\gamma_{A}\right]}{4 G_{N}}\right) \tag{5.7}
\end{equation*}
$$

The maximization is over Cauchy surfaces that include $A$ in their boundary, and the minimization is over spacelike codimension-2 surfaces $\gamma_{A}$ which are homologous to $A$. We will refer to the surface $\gamma_{A}$ picked out by such a procedure, whose area computes the entropy, as an entangling surface. In spacetimes with an ETW brane we should understand
the homology constraint as

$$
\begin{equation*}
\partial S=\gamma_{A} \cup A \cup b \tag{5.8}
\end{equation*}
$$

for $S$ a spacelike codimension- 1 surface in the bulk, and where $b$ is allowed to be any portion of the ETW brane. For a single interval in the CFT, this allows two qualitatively distinct classes of entangling surface: those which do not include a portion of the brane to satisfy the homology constraint, which we call brane-detached, and those which do, which we call brane-attached (see Fig. 5.1).

In addition to calculating the von Neumann entropy, the maximin formula has a second important meaning. In particular the maximin procedure defines the region $S$ according to (5.8). The domain of dependence of $S, D(S)$, is known as the entanglement wedge and denoted $E_{A}$. The entanglement wedge is the portion of bulk that is completely described by the density matrix $\rho_{A}$. More precisely, any bulk operator with support on $E_{A}$ can be written in the boundary with support on $A$.

In the BCFT description there are degrees of freedom which live at the edge and are associated with the choice of boundary condition. At least for constant, large tension branes these edge degrees of freedom are dual in the bulk to degrees of freedom living on the brane [138].

### 5.2 Quantum tasks argument

In this section, we give the quantum tasks argument for Theorem 1. Several aspects of the argument follow the argument of the $2 \rightarrow 2$ connected wedge theorem [78, 154], but we emphasize that the qualitative picture of how the boundary completes the task is distinct in the two cases. In particular, in the $2 \rightarrow 2$ theorem the boundary uses a quantum non-local computation to complete the task, whereas in the $1 \rightarrow 2$ theorem the boundary employs bulk reconstruction, as we will see below.


Figure 5.2: The $\mathbf{M}$ task, which we employ to argue for the $1 \rightarrow 2$ connected wedge theorem. In region $\hat{\mathcal{C}}_{1}$ (grey) the quantum system $A$ is received which holds a state $H^{q}|b\rangle$. For the task to be completed successfully, $b$ should be produced at both $\hat{\mathcal{R}}_{1}$ and $\hat{\mathcal{R}}_{2}$. We show that completing the task with a high success probability requires the bit $q$ be available in the region $\hat{\mathcal{V}}_{1}=\hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{2}\right)$.

### 5.2.1 The monogamy task

A quantum task is a quantum computation which has its inputs and outputs at specified spacetime locations. We will consider tasks which have inputs and outputs recorded into extended spacetime regions. To understand this more precisely, suppose the $A$ system of a quantum state $|\Psi\rangle_{A \bar{A}}$ has been recorded into the degrees of freedom of a quantum field. We will say that $A$ is localized to region $X$ relative to a channel $\mathcal{M}_{X \rightarrow A}$ if $\mathcal{M}_{X \rightarrow A} \otimes$ $\mathcal{I}_{\bar{A}}\left(\rho_{X \bar{A}}\right)=|\Psi\rangle\left\langle\left.\Psi\right|_{A \bar{A}}\right.$. If there exists a channel such that quantum system $A$ is localized to a region $X$ relative to that channel, we say just that $A$ is localized to $X_{4}^{4}$. If it is not possible to learn anything about $A$ from $X$, we say $A$ is excluded from $X$. For a review of quantum tasks as they are employed here, see [154].

For our particular example, there is one input region $\hat{\mathcal{C}}_{1}$ and two output regions $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$. System $A$ is in one of the states $H^{q}|b\rangle_{A}$ and is localized to region $\hat{\mathcal{C}}_{1}$. $H$ is the Hadamard operator, and $b, q \in\{0,1\}$. There is an additional system $Q$ which holds the bit $q$, and we leave unspecified for the moment where $Q$ is located in spacetime. To complete the task the bit $b$ should be localized to $\hat{\mathcal{R}}_{1}$ and $\hat{\mathcal{R}}_{2}$. We will momentarily leave the channels $\mathcal{M}_{\hat{\mathcal{C}}_{1}}, \mathcal{M}_{\hat{\mathcal{R}}_{1}}, \mathcal{M}_{\hat{\mathcal{R}}_{2}}$ unspecified. This task is illustrated in Fig. 5.2, and we refer to it as the M task or "monogamy task", for reasons that will become apparent.

We will need to introduce an equivalent formulation of $M$ that we refer to as purified M. The purified task is modified in two ways: (1) a second system $\bar{Q}$ is introduced, and placed in the maximally entangled state with $Q$; and (2) the input qubit $H^{q}|b\rangle_{A}$ is replaced with the $A$ system of a maximally entangled state $\left|\Psi^{+}\right\rangle_{A \bar{A}}$. We refer to the $\bar{Q} \bar{A}$ system as the reference system. Notice that Bob can now perform measurements on the reference system to return this to the original task. To do this, Bob first measures the $\bar{Q}$ system, and obtains some output $q$. Then, he measures $\bar{A}$ in the computational basis if $q=0$, and in the Hadamard basis if $q=1$. Bob obtains one bit $b$ of output. Meanwhile, the post-measurement state on $Q A$ is $|q\rangle_{Q} \otimes H^{q}|b\rangle_{A}$, so that the inputs are as in the unpurified task. Alice's success probability is unaffected whether Bob performs these measurements before or after Alice returns her outputs, since the $Q A$ and $\bar{Q} \bar{A}$ systems never interact.

[^59]Thus, the purified and unpurified tasks have the same success probability.
The three regions $\hat{\mathcal{C}}_{1}, \hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ have a naturally associated spacetime region which we label $\hat{\mathcal{V}}_{1}$, defined according to

$$
\begin{equation*}
\hat{\mathcal{V}}_{1} \equiv \hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{2}\right) . \tag{5.9}
\end{equation*}
$$

and which we call the decision region. $\hat{\mathcal{V}}_{1}$ is natural to consider because it is where it is possible to act on $A$ and reach both of $\hat{\mathcal{R}}_{1}$ and $\hat{\mathcal{R}}_{2}$. We will in particular be interested in two situations: (1) the setting where $Q$ is localized to $\hat{\mathcal{V}}_{1}$ and (2) the setting where $Q$ is excluded from $\hat{\mathcal{V}}_{1}$.

Let us consider first the case where $Q$ is localized to $\hat{\mathcal{V}}_{1}$. For convenience, take the unpurified task. Then within $\hat{\mathcal{V}}_{1}$ Alice should apply $H^{q}$ to $A$ to obtain $\left(H^{q}\right)^{2}|b\rangle_{A}=|b\rangle_{A}$, measure $|b\rangle_{A}$ in the $\{|0\rangle,|1\rangle\}$ basis, and then send the outcome to each of $r_{1}$ and $r_{2}$. Doing so, she can complete the task with high probability, say $p_{\text {suc }}(\mathbf{M})=1-\epsilon$. We introduce the parameter $\epsilon$ to account for the effect of any noise present in carrying out this protocol.$^{5}$

We can make a stronger statement by introducing a parallel repetition of the monogamy task, which we call $\mathbf{M}^{\times n}$. We consider $n$ states $\left\{H^{q_{i}}\left|b_{i}\right\rangle\right\}_{i}$ being input at $\hat{\mathcal{C}}_{1}$, with the $q_{i}$ and $b_{i}$ drawn independently and at random. To complete the task, a fraction $1-\delta$ of the $b_{i}$ should be localized to both $\hat{\mathcal{R}}_{i}$. As discussed in the last paragraph, Alice can complete each of the $n$ runs with a probability $p_{\text {suc }}(\mathbf{M})=1-\epsilon$. For $\epsilon<\delta$, the probability that this leads to more than a fraction $1-\delta$ of the runs being successful will be high. For concreteness take $\delta=2 \epsilon$. In this case we have, at large $n$,

$$
\begin{equation*}
p_{\mathrm{suc}}\left(\mathbf{M}^{\times n}\right)=1-2 \epsilon^{2+n} . \tag{5.10}
\end{equation*}
$$

In particular we see that the success probability converges to 1 exponentially in $n$.
Next, consider the case where $q$ is excluded from $\hat{\mathcal{V}}_{1}$. More precisely, we consider

[^60]purified M and state this assumption as
\[

$$
\begin{equation*}
I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right)=0 . \tag{5.11}
\end{equation*}
$$

\]

Then Alice will be limited in her ability to complete the task, a fact we formalize in the following lemma.

Lemma 2. Consider the $\mathbf{M}$ task [cf. Fig. 5.2] with $I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right)=0$. Then any strategy for completing the task has $p_{\text {suc }}(\mathbf{M}) \leq \cos ^{2}(\pi / 8)$.

To see why this is true, consider that Alice holds the $A$ subsystem of a maximally entangled state on $A \bar{A}$ in the region $\hat{\mathcal{V}}_{1}$. After applying a quantum channel to $A$, she will send part of the output, call it $B_{1}$, to $\hat{\mathcal{R}}_{1}$ and part of the output, call it $B_{2}$, to $\hat{\mathcal{R}}_{2}$. At best, Alice will learn $Q$ in the regions $\hat{\mathcal{R}}_{i}$. At each of the $R_{i}$ then she can use $B_{i}$ along with $q$ to produce a guess for $b$. This is exactly the guessing game analyzed in [79], known as the monogamy of entanglement game. The stated bound on success probability was proven there.

Notice that if $B_{1}$ and $\bar{A}$ are maximally entangled, Alice can measure in the $q$ basis and produce an output at $\hat{\mathcal{R}}_{1}$ which is perfectly correlated with Bobs measurement outcome. Similarly if $B_{2} \bar{A}$ is maximally entangled she can produce the correct output at $\hat{\mathcal{R}}_{2}$. The monogamy of entanglement however ensures that there will be a trade-off, and no perfect strategy will exist. ${ }^{6}$ The proof in [79] makes this rigorous.

We can also consider the parallel repetition of the task $\mathbf{M}^{\times n}$ in the case where $I(V$ : $\bar{Q})=0$. Following the reasoning of Lemma 2, this can again be reduced to the guessing game discussed in [79], who proved that this parallel repetition of the task satisfies the following lemma.

Lemma 3. Consider the $\mathbf{M}^{\times n}$ task with $I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right)=0$, and require that a fraction $1-\delta$ of the individual M tasks are successful. Then any strategy for completing the task has

$$
\begin{equation*}
p_{\text {suc }} \leq\left(2^{h(\delta)} \cos ^{2}\left(\frac{\pi}{8}\right)\right)^{n} \equiv\left(2^{h(\delta)} \beta\right)^{n} \tag{5.12}
\end{equation*}
$$

[^61]where $h(\delta)$ is the binary entropy function $h(\delta) \equiv-\delta \log \delta-(1-\delta) \log (1-\delta)$ and the second equality defines $\beta$.

For small enough $\delta$ we have that $2^{h(\delta)} \beta<1$, so that with zero mutual information the success probability is small. Our next result will be to show that a large success probability implies a large mutual information.

In fact, this argument was already completed in [154], albeit in a changed setting. 7
Lemma 4. Suppose that the $\mathbf{M}^{\times n}$ task is completed with success probability $p_{\text {suc }}=1-$ $2 \epsilon^{2+n}$, where we deem the $\mathbf{M}^{\times n}$ task successful if a fraction $1-2 \epsilon$ of the individual $\mathbf{M}$ tasks are. Then the bound

$$
\begin{equation*}
\frac{1}{2} I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right) \geq n\left(-\log 2^{h(2 \epsilon)} \beta\right)-1+O\left((\epsilon / \beta)^{n}\right) \tag{5.13}
\end{equation*}
$$

holds.
This will be the key technical result in the argument from quantum tasks for the connected wedge theorem, which we present in the next section.

We should highlight an important assumption made in proving Lemma 4. In addition to the region $\hat{\mathcal{V}}_{1}$, there is also the spacelike complement, consisting of all points spacelike separated from every point in $\hat{\mathcal{V}}_{1}$. This is also given by the complement of the future and past of $\hat{\mathcal{V}}_{1}$, so that $\hat{X}=\left[\hat{J}^{+}\left(\hat{\mathcal{V}}_{1}\right) \cup \hat{J}^{-}\left(\hat{\mathcal{V}}_{1}\right)\right]^{c}$. Lemma3, on which Lemma 4 relies, assumes that information from this region is not made use of in Alice's protocol. If it were, one could use protocols of the type considered in appendix B of [78] to perform the $\mathbf{M}^{\times n}$ task without entanglement between $\hat{\mathcal{V}}_{1}$ and $\bar{Q}$. As discussed in [78], it seems sensible to assume such strategies are not allowed. In particular they require large amounts of GHZ type entanglement in the CFT, which is not expected to exist [155].

### 5.2.2 Tasks argument for the $1 \rightarrow 2$ connected wedge theorem

With Lemma 4 in hand, we are ready to complete the tasks argument for the $1 \rightarrow 2$ connected wedge theorem. For convenience we repeat the theorem here.

[^62]Theorem 1. Consider three boundary regions $\hat{\mathcal{C}}_{1}, \hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ in an asymptotically $\operatorname{AdS} S_{2+1}$ spacetime with an end-of-the-world brane. Require that $\hat{\mathcal{C}}_{1} \subseteq \hat{\mathcal{V}}_{1}$, and that $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ touch the brane. Then if $J_{1 \rightarrow 12}^{\mathcal{E}}$ is non-empty, the entanglement wedge of $\hat{\mathcal{V}}_{1}$ is attached to the brane.

Argument. Using our assumption that $J_{1 \rightarrow 12}^{\mathcal{E}} \neq \varnothing$, we have that there exist bulk points $c_{1}, r_{1}, r_{2}$ such that

$$
\begin{equation*}
J^{+}\left(c_{1}\right) \cap J^{-}\left(r_{1}\right) \cap J^{-}\left(r_{2}\right) \cap \mathcal{B} \neq \varnothing \tag{5.14}
\end{equation*}
$$

with $c_{1} \in \mathcal{C}_{1}, r_{1} \in \mathcal{R}_{1}, r_{2} \in \mathcal{R}_{2}$, where recall $X=\mathcal{E}_{W}(\hat{X})$, with $\hat{X}$ a boundary region. We will consider a $\mathbf{M}^{\times n}$ task in the bulk such that the input system $A=A_{1} \ldots . A_{n}$ is input near $c_{1}$, and each bit $b_{i}$ should be brought near $r_{1}$ and $r_{2}$. Further, system $Q$ will be recorded into the brane degrees of freedom.

It is easy to see that the $\mathbf{M}^{\times n}$ task can be completed in this case with high probability. To see this, note that a simple bulk strategy is to bring $A$ to the brane, learn the $q_{i}$, and use them to recover the $b_{i}$. The $b_{i}$ are then copied and sent to both $r_{1}$ and $r_{2}$. Doing so we can complete each $\mathbf{M}$ task with some probability $p=1-\epsilon$, leading to a success probability $p_{\text {suc }}=1-2 \epsilon^{2+n}$ for the $\mathbf{M}^{\times n}$ task. Since the boundary reproduces bulk physics, the boundary must also complete the task with the same probability. Lemma 4 then gives

$$
\begin{equation*}
\frac{1}{2} I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right) \geq n\left(-\log 2^{h(2 \epsilon)} \beta\right)-1+O\left((\epsilon / \beta)^{n}\right) \tag{5.15}
\end{equation*}
$$

so that when the entanglement scattering region is non-empty, we have large mutual information.

This bound on mutual information actually requires the entanglement wedge of $\hat{\mathcal{V}}_{1}$ to attach to the brane. To see this, consider that in the purified $\mathbf{M}^{\times n}$ task there are $n$ Bell pairs $\left|\Psi^{+}\right\rangle_{A_{i} \bar{A}_{i}}$ with $A=A_{1} \ldots A_{n}$ input at $\mathcal{C}_{1}$, and $\bar{A}=\bar{A}_{1} \ldots \bar{A}_{n}$ held by Bob. There are an additional $n$ Bell pairs $\left|\Psi^{+}\right\rangle_{Q_{i} \bar{Q}_{i}}$, with $Q=Q_{1} \ldots Q_{n}$ stored on the brane, and $\bar{Q}=\bar{Q}_{1} \ldots \bar{Q}_{n}$ held by Bob. We can choose $n$ to satisfy $O(1)<n<O\left(1 / G_{N}\right)$, so that $n$ grows as $G_{N} \rightarrow 0$ but does so more slowly than $1 / G_{N}$.

Suppose that $\mathcal{E}_{W}\left(\hat{\mathcal{V}}_{1}\right)$ is not connected to the brane. Then the entropies of the region
$\hat{\mathcal{V}}_{1}$ and of system $\bar{Q}$ satisfy

$$
\begin{align*}
S\left(\hat{\mathcal{V}}_{1}\right) & =\frac{A_{\mathrm{dis}}}{4 G_{N}}+n+O(1) \\
S(\bar{Q}) & =n \\
S\left(\hat{\mathcal{V}}_{1} \bar{Q}\right) & =\frac{A_{\mathrm{dis}}}{4 G_{N}}+2 n+O(1) . \tag{5.16}
\end{align*}
$$

The first statement is just our assumption: the disconnected surface calculates the entropy of $\hat{\mathcal{V}}_{1}$, and then we add the entropy of the $n$ Bell pairs shared between $\hat{\mathcal{V}}_{1}$ and $\bar{A}$, along with any $O(1)$ contribution. The second statement is due to $Q \bar{Q}$ being in the maximally entangled state. The third statement follows from the disconnected surface being of minimal area along with our choice to take $n<O\left(1 / G_{N}\right)$. This is because the other option, of having the connected surface calculate the entropy, would imply that the quantum extremal surface has moved to enclose the $n$ qubits of $Q$, which would happen only if $n>\left(A_{\text {dis }}-A_{\text {con }}\right) / G_{N}$. Using these statements about the entropy, the mutual information is

$$
\begin{equation*}
I\left(\bar{Q}: \hat{\mathcal{V}}_{1}\right)=S(\bar{Q})+S\left(\hat{\mathcal{V}}_{1}\right)-S\left(\hat{\mathcal{V}}_{1} \bar{Q}\right)=O(1) \tag{5.17}
\end{equation*}
$$

so that in the disconnected phase the mutual information is $O(1)$. Since 5.15 implies the mutual information is $O(n)>O(1)$, we find that the entanglement wedge must attach to the brane.

It is interesting to consider this result in the context of entanglement wedge reconstruction. We can observe that when the entanglement wedge connects to the brane $Q$ is reconstructable from $\hat{\mathcal{V}}_{1}$. This clarifies how the boundary completes the task. Whenever the task can be completed in the bulk, the entanglement wedge connects to the brane, which means $Q$ is available in $\hat{\mathcal{V}}_{1}$. Thus the boundary dynamics can recover the bits $q_{i}$ and use them to decode the $b_{i}$, then forward the $b_{i}$ to both output points.

We should contrast this boundary picture with the analogous feature of the connected wedge theorem in AdS/CFT. In that setting there are two decision regions $\hat{\mathcal{V}}_{1}$ and $\hat{\mathcal{V}}_{2}$, with $\hat{\mathcal{V}}_{1}$ associated with the input $H^{q}|b\rangle$ and $\hat{\mathcal{V}}_{2}$ associated with the input $q$. In that case, even
in the connected phase, $\hat{\mathcal{V}}_{1}$ does not reconstruct $q$. To complete the task then the boundary must make use of a different strategy. Indeed in [78] the authors argued that the boundary dynamics should be understood as a quantum non-local computation.

### 5.3 Proof from the focusing theorem

In this section we prove the $1 \rightarrow 2$ connected wedge theorem. Following [78, 154] closely, our main tools are the focusing theorem and the maximin statement of the HRRT formula [43]. We apply the focusing theorem to null congruences beginning on extremal surfaces. Doing so, new complications arise from the presence of the ETW brane. In particular additional boundary terms arise where the congruence meets the brane. In the next section, we review the usual statement of the focusing theorem, then treat these additional boundary terms.

### 5.3.1 The focusing theorem with boundaries

We will briefly review the focusing theorem without an ETW brane present.
Consider a null codimension-1 surface $\mathcal{N}$. We assume $\mathcal{N}$ is foliated by null geodesics which start on a spacelike codimension- 2 surface $\Sigma_{1}$, and end on another spacelike codimension2 surface $\Sigma_{2}$. Call the affine parameter along the null geodesics $\lambda$, which we scale so that $\lambda=0$ on $\Sigma_{1}$ and $\lambda=1$ on $\Sigma_{2}$. Then

$$
\begin{equation*}
A\left(\Sigma_{2}\right)-A\left(\Sigma_{1}\right)=\int \mathrm{d} Y \sqrt{h}_{\lambda=0}-\int \mathrm{d} Y \sqrt{h}_{\lambda=1}=\int_{0}^{1} \mathrm{~d} \lambda \int \mathrm{~d} Y \partial_{\lambda} \sqrt{h} \tag{5.18}
\end{equation*}
$$

where $h$ is the determinant of the induced metric on a constant $\lambda$ slice of $\mathcal{N}$, and $\mathrm{d} Y=$ $\mathrm{d} y^{1} \wedge \ldots \wedge \mathrm{~d} y^{d-2}$.

Define the expansion, $\theta$, and a $d-1$ form $\boldsymbol{\epsilon}$ by

$$
\begin{equation*}
\theta=\frac{1}{\sqrt{h}} \partial_{\lambda} \sqrt{h} \quad \boldsymbol{\epsilon}=\sqrt{h} \mathrm{~d} \lambda \wedge \mathrm{~d} Y . \tag{5.19}
\end{equation*}
$$

Then the area difference can be written as

$$
\begin{equation*}
A\left(\Sigma_{2}\right)-A\left(\Sigma_{1}\right)=\int \epsilon \theta \tag{5.20}
\end{equation*}
$$

Expressing the area difference in this way is convenient, since the expansion is constrained in certain situations if we assume the null energy condition (NEC),

$$
\begin{equation*}
k^{\mu} k^{\nu} T_{\mu \nu} \geq 0 \tag{5.21}
\end{equation*}
$$

In particular, consider an extremal surface $\gamma$. Then the boundary of the future or past of $\gamma, \partial J^{ \pm}(\gamma)$, is generated by a congruence of null geodesics. Assuming the NEC, this congruence has non-positive expansion when moving away from $\gamma$, as can be shown using the Raychaudhuri equation. We will call surfaces with non-positive expansion light sheets. Considering $\mathcal{N}$ to be a portion of either $\partial J^{+}(\gamma)$ or $\partial J^{-}(\gamma)$ then allows us to conclude $A\left(\Sigma_{2}\right) \leq A\left(\Sigma_{1}\right)$. That is, the area of a cross section of the congruence decreases as we follow the geodesics.

Notice that there are various lightsheets we can define given an extremal surface $\gamma$, in particular the four surfaces $\partial J_{\text {in,out }}^{ \pm}(\gamma)$. To specify it will be more convenient to define light sheets as the boundary of the future or past of a (codimension-0) entanglement wedge, $\partial J^{ \pm}(X)$. Notice that $\partial J_{\text {in }}^{ \pm}\left(\gamma_{X}\right)=\partial J^{ \pm}(X)$, so that defining light sheets in this way chooses the inward pointing sheets.

Next, we consider the focusing theorem in the setting where $\mathcal{N}$ intersects the brane. The situation is shown in Fig. 5.3. The null surface $\mathcal{N}$ is still foliated by a null congruence, but some geodesics end or begin on an additional portion of the boundary, $\mathcal{N} \cap \mathcal{B}$. To prove an area theorem in this setting, we will need to assume the NEC holds both for the bulk stress tensor and for the branes stress tensor. This later statement is

$$
\begin{equation*}
\ell^{a} \ell^{b} T_{a b}^{\mathcal{B}} \geq 0 \tag{5.22}
\end{equation*}
$$

where $\ell^{a}$ is a null tangent vector to the brane. This is satisfied with equality for constant tension branes. Using the boundary condition $8 \pi G_{N} T_{a b}=-\left(K_{a b}-K h_{a b}\right)$ we can also express this as $\ell^{a} \ell^{b} K_{a b} \leq 0$.


Figure 5.3: A portion of the boundary of the past $\partial J^{-}\left(\mathcal{R}_{i}\right)$, showing two cross sections $\Sigma_{1}, \Sigma_{2}$, and the end-of-the-world brane $\mathcal{B}$. Null geodesics generating the lightcone are shown in blue. The outward pointing normal to the brane is labelled $\hat{n}$, while the tangent vector to the null geodesics is labelled $\partial_{\lambda}$. (a) When $\hat{n} \cdot \partial_{\lambda} \geq 0$, the brane removes area. (b) When $\hat{n} \cdot \partial_{\lambda} \leq 0$, the brane adds area.

We will reconsider $\int \epsilon \theta$ and write this as a boundary integral. A simple application of the fundamental theorem of calculus sufficed to derive (5.20), but this was only because the null geodesics meet $\Sigma_{1}$ and $\Sigma_{2}$ normally. For the additional portion of the boundary we need to use Stokes theorem in a more general form. To begin, note that

$$
\begin{equation*}
\epsilon \theta=\left(\partial_{\lambda} \sqrt{h}\right) \mathrm{d} \lambda \wedge \mathrm{~d} Y=\mathrm{d}(\sqrt{h} \mathrm{~d} Y) \equiv \mathrm{d} \omega \tag{5.23}
\end{equation*}
$$

so $\epsilon \theta$ is closed. The last equality defines $\omega$. Now we will use Stokes theorem in the form

$$
\begin{equation*}
\int_{M} \mathrm{~d} \omega=\int_{\partial M} \mathrm{~d}^{d-2} x \sqrt{\gamma} n^{\mu} V_{\mu} \tag{5.24}
\end{equation*}
$$

where $\gamma$ is the induced metric on the boundary, $n^{\mu}$ is the normal vector to the boundary ${ }^{8}$, and $V_{\mu}=(-1)^{d-1}(* \omega)_{\mu}$ where $*$ denotes the Hodge dual.

The one-form $\boldsymbol{V}$ in 5.24 is simple to compute, $\boldsymbol{V}=(-1)^{d-1} * \omega=(-1)^{d-1} \mathrm{~d} \lambda$. Along $\Sigma_{1}$ we have $n^{\mu}=-\left(\partial_{\lambda}\right)^{\mu}$, and along $\Sigma_{2}$ we have $n^{\mu}=\left(\partial_{\lambda}\right)^{\mu}$, which recovers the
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Figure 5.4: The lightsheet $\partial J^{-}\left(R_{i}\right)$ where it meets the brane. For $\hat{n} \cdot \partial_{\lambda}=n_{\lambda} \geq 0$ initially, a change in sign requires that the extrinsic curvature be positive somewhere along the brane (as shown here), which is ruled out by the NEC applied to the brane stress tensor.
two boundary terms appearing in (5.20). The boundary $\mathcal{B} \cap \mathcal{N}$ returns an additional term,

$$
\begin{equation*}
\int_{\mathcal{N}} \boldsymbol{\epsilon} \theta=A\left(\Sigma_{2}\right)-A\left(\Sigma_{1}\right)+\int_{\Sigma \cap \mathcal{N}} \mathrm{d}^{d-2} x \sqrt{\gamma} n_{\lambda} . \tag{5.25}
\end{equation*}
$$

We will need this more general statement when we focus backwards in the proof of Theorem 1 .

For (5.25) to relate $A\left(\Sigma_{2}\right)$ and $A\left(\Sigma_{1}\right)$ we would like to fix the sign of $n_{\lambda}$. In particular, $n_{\lambda} \geq 0$ along with $\theta \leq 0$ would imply $A\left(\Sigma_{2}\right) \geq A\left(\Sigma_{1}\right)$, recovering the usual area theorem. This is illustrated in Fig. 5.3. In fact we can show $n_{\lambda} \geq 0$ in one particular but important situation. Suppose that $\mathcal{N}$ is a portion of $\partial J^{-}\left(\mathcal{R}_{i}\right)$, for $\mathcal{R}_{i}$ the entanglement wedge of an edge anchored region. Then we have that at $\lambda=0.9$

$$
\begin{equation*}
n_{\lambda}=0 . \tag{5.26}
\end{equation*}
$$

This holds because the entangling surface $\gamma_{\mathcal{R}_{i}}$ meets the brane normally, which means the normal vectors of $\gamma_{\mathcal{R}_{i}} \cap \mathcal{B}$ will be tangent to the brane.

We claim the NEC imposed on the brane stress tensor ensures $n_{\lambda} \geq 0$ everywhere. To

[^64]see this, study the derivative of $n_{\lambda}$ as we move along the brane,
\[

$$
\begin{equation*}
\ell^{\mu} \nabla_{\mu}\left(n_{\lambda}\right)=\ell^{\mu} \nabla_{\mu}\left(n_{\sigma} k^{\sigma}\right)=\ell^{\mu} k^{\sigma} \nabla_{\mu} n_{\sigma}+\ell^{\mu} n_{\sigma} \nabla_{\mu} k^{\sigma} \tag{5.27}
\end{equation*}
$$

\]

Using

$$
\begin{align*}
k^{\sigma} & =n_{\lambda} n^{\sigma}+\ell^{\sigma} \\
0 & =n^{\nu} \nabla_{\mu} n_{\nu} \\
0 & =k^{\mu} \nabla_{\mu} k^{\nu}, \tag{5.28}
\end{align*}
$$

this becomes

$$
\begin{equation*}
\ell^{\mu} \nabla_{\mu}\left(n_{\lambda}\right)=\ell^{\mu} \ell^{\sigma} \nabla_{\mu} n_{\sigma}-n_{\lambda} n^{\mu} n_{\sigma} \nabla_{\mu} k^{\sigma} . \tag{5.29}
\end{equation*}
$$

Since initially $n_{\lambda}=0$, if we establish that $\nabla_{\lambda} n_{\lambda} \geq 0$ whenever $n_{\lambda}=0$, we are done. But when $n_{\lambda}=0$ the above is just

$$
\begin{equation*}
\nabla_{\lambda} n_{\lambda}=\ell^{\mu} \ell^{\sigma} \nabla_{\mu} n_{\sigma}=-\ell^{a} \ell^{b} K_{a b} \geq 0 \tag{5.30}
\end{equation*}
$$

where the minus sign in the second equality is introduced because $K_{a b}$ is defined using the inward pointing normal vector, whereas the normal vector appearing in Stokes theorem was outward pointing. The inequality is just the NEC imposed on the brane. How the curvature in the brane prevents a sign change in $n_{\lambda}$ is illustrated in Fig. 5.4.

### 5.3.2 Proof of the connected wedge theorem

In this section we prove the $1 \rightarrow 2$ connected wedge theorem for asymptotically AdS spacetimes with an ETW brane. Our proof follows the earlier proof for the $2 \rightarrow 2$ connected wedge theorem appearing in [78, 154] closely, since a minor modification of the proof given there suffices to prove our theorem. We repeat the full proof in order to explain this modification clearly, and to keep the chapter self-contained.

The proof relies on three assumptions: (i) that the null energy condition holds in the


Figure 5.5: The null membrane. The red surface is the lift $\mathcal{L}$, the blue surfaces make up the slope. The ridge $\mathcal{R}$, is where the lift meets the brane.
bulk; (ii) that the null energy condition holds for the branes stress tensor; and (iii) that the maximin procedure [43, 156, 46] for finding HRRT surfaces is correct even in the context of AdS/BCFT.

Given these assumptions, the outline of the proof of Theorem 1 is as follows. We suppose, by way of contradiction, that $J_{1 \rightarrow 12} \neq \varnothing$ and the HRRT surface for region $\hat{\mathcal{V}}_{1}$ is brane-detached. Call this surface $\gamma_{\mathcal{V}_{1}}^{\prime}$. According to the maximin procedure, this surface is minimal in some Cauchy slice $\Sigma$. We'll use the focusing theorem and the fact that $J_{1 \rightarrow 12}^{\mathcal{E}} \neq \varnothing$ to construct a smaller area surface in $\Sigma$ which is brane-connected, called the contradiction surface $C_{\Sigma}$. This provides a contradiction with $\gamma_{\mathcal{V}_{1}}^{\prime}$ having been the HRRT surface, showing the correct HRRT surface must be brane-attached.

To begin, we consider two cases, corresponding to the boundary scattering region

$$
\begin{equation*}
\hat{J}_{1 \rightarrow 12}^{\mathcal{E}}=\hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{2}\right) \cap \mathcal{B}=\hat{\mathcal{V}}_{1} \cap \mathcal{B} \tag{5.31}
\end{equation*}
$$

being empty or non-empty. If it is non-empty, then $\hat{\mathcal{V}}_{1}$ is attached to the brane in the boundary, so its entanglement wedge is immediately brane attached and we are done. If it is empty, we proceed with the proof below.

Define the null surface

$$
\begin{equation*}
\mathcal{L}=\partial J^{+}\left(\mathcal{V}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right) \tag{5.32}
\end{equation*}
$$

which we call the lift. This is defined by taking the inward pointing null orthogonal vectors of $\gamma_{\mathcal{V}_{1}}$ as generators for a null congruence, and extending those geodesics until they reach the past of $\mathcal{R}_{1}$ or $\mathcal{R}_{2}$. Additionally, geodesics should not be extended past any caustic points - defining the lift in terms of $\partial J^{+}\left(\mathcal{V}_{1}\right)$ implements this for us, as geodesics leave the boundary of $J^{+}\left(\mathcal{V}_{1}\right)$ after developing a caustic.

There are two features of the lift that will be important. The first feature is that the lift has a non-empty intersection with the brane. To see this, recall that by assumption

$$
\begin{equation*}
J_{1 \rightarrow 12}^{\mathcal{E}}=J^{+}\left(\mathcal{C}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right) \cap \mathcal{B} \neq \varnothing \tag{5.33}
\end{equation*}
$$

Then, recall that since $\hat{\mathcal{C}}_{i} \subseteq \hat{\mathcal{V}}_{i}$, we have also $\mathcal{C}_{i} \subseteq \mathcal{V}_{i}$. Thus we learn

$$
\begin{equation*}
J_{1 \rightarrow 12}^{\mathcal{E}} \subseteq J^{+}\left(\mathcal{V}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right) \cap \mathcal{B} \neq \varnothing \tag{5.34}
\end{equation*}
$$

This gives that $J^{+}\left(\mathcal{V}_{1}\right)$ meets the brane while in the past of $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$. In particular then the ridge, defined by

$$
\begin{equation*}
\mathcal{R} \equiv \mathcal{L} \cap \mathcal{B} \neq \varnothing \tag{5.35}
\end{equation*}
$$

is non-empty.
The second important feature of the lift is that its boundary has a component $\mathcal{A}_{1}$ along $\partial J^{-}\left(\mathcal{R}_{1}\right)$ and a component $\mathcal{A}_{2}$ along $J^{-}\left(\mathcal{R}_{2}\right)$ which are separated by the ridge. The other possibility would be for the ridge to extend to one or more of the edges. This cannot occur however, which follows because the ridge is a subregion of the bulk scattering region, which by assumption does not extend to the boundary.

Next define a second null sheet which we call the slope,

$$
\begin{equation*}
\mathcal{S}_{\Sigma}=\partial\left[J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right)\right] \cap J^{-}\left[\partial J^{+}\left(\mathcal{V}_{1}\right)\right] \cap J^{+}(\Sigma) . \tag{5.36}
\end{equation*}
$$

The slope is generated by past-directed null geodesics beginning as the inward, past directed null normals to $\gamma_{\mathcal{R}_{1}}$ and $\gamma_{\mathcal{R}_{2}}$, and extended until they reach $\Sigma$. We will be particu-
larly interested in

$$
\begin{equation*}
C_{\Sigma} \equiv S_{\Sigma} \cap \Sigma \tag{5.37}
\end{equation*}
$$

which we introduced above as the contradiction surface. The lift, ridge, slope, and contradiction surface are shown in Fig. 5.5.

Now, we apply the focusing theorem in the form of equation (5.25) to the lift and to the slope. The lift is a portion of the boundary of the future of an extremal surface, $\partial J^{+}\left(\mathcal{V}_{1}\right)$, so focusing applies. We choose a parameterization such that the null generators begin on $\gamma_{\nu_{1}}$ and end on $\mathcal{R} \cup \mathcal{A}_{1} \cup \mathcal{A}_{2} \cup B_{\mathcal{L}}$, where $\mathcal{B}_{\mathcal{L}}$ is any caustics present in the lift. This leads to

$$
\begin{equation*}
\operatorname{area}\left(\mathcal{A}_{2}\right)+\operatorname{area}\left(\mathcal{A}_{1}\right)+2 \operatorname{area}\left(B_{\mathcal{L}}\right)+\operatorname{area}(\mathcal{R})-\operatorname{area}\left(\gamma_{\mathcal{V}_{1}}^{\prime}\right)=\int \boldsymbol{\epsilon} \theta \leq 0 \tag{5.38}
\end{equation*}
$$

Similarly, we can apply (5.25) to the slope, which is a portion of $\partial\left[J^{-}\left(\mathcal{R}_{1}\right) \cap J^{-}\left(\mathcal{R}_{2}\right)\right]$. Choosing the parameterization such that generators begin on $\mathcal{A}_{1} \cup \mathcal{A}_{2}$ and end on $C_{\Sigma} \cup B_{S_{\Sigma}}$, where $B_{S_{\Sigma}}$ is any caustics present in the slope. We have then

$$
\begin{equation*}
\operatorname{area}\left(C_{\Sigma}\right)+2 \operatorname{area}\left(B_{\mathcal{S}_{\Sigma}}\right)-\operatorname{area}\left(\mathcal{A}_{2}\right)-\operatorname{area}\left(\mathcal{A}_{1}\right)+\int_{S_{\Sigma} \cap \mathcal{B}} \mathrm{d}^{d-2} x \sqrt{\gamma} n_{\lambda}=\int \boldsymbol{\epsilon} \theta \leq 0 \tag{5.39}
\end{equation*}
$$

Adding these two inequalities and rearranging terms we obtain

$$
\begin{align*}
\operatorname{area}\left(\gamma_{\mathcal{V}_{1}}^{\prime}\right) & \geq \operatorname{area}\left(C_{\Sigma}\right)+\operatorname{area}(R)+\operatorname{area}\left(B_{\mathcal{S}_{\Sigma}}\right)+\operatorname{area}\left(B_{\mathcal{L}}\right)+\int_{S_{\Sigma} \cap \mathcal{B}} \mathrm{d}^{d-2} x \sqrt{\gamma} n_{\lambda} \\
& \geq \operatorname{area}\left(C_{\Sigma}\right) \tag{5.40}
\end{align*}
$$

where we've used that $n_{\lambda} \geq 0$, which follows when the NEC applied to the brane matter tensor holds, as shown at the end of the last section. This ensures that the branedisconnected surface $\gamma_{\mathcal{V}_{1}}^{\prime}$ is not of minimal area in the Cauchy slice $\Sigma$, so from the maximin procedure cannot be the correct HRRT surface, completing the proof.

We should highlight the modifications made from the similar proof of the $2 \rightarrow 2$
connected wedge theorem [78, 154]. In that case, there were four regions $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{R}_{1}$ and $\mathcal{R}_{2}$, and two decision regions $\mathcal{V}_{1}$ and $\mathcal{V}_{2}$. The lift was formed by a null congruence of geodesics starting on $\gamma_{\nu_{1}} \cup \gamma_{\nu_{2}}$. Points on the ridge corresponded to where a geodesic starting on $\gamma_{\nu_{1}}$ collided with a geodesic starting on $\gamma_{\nu_{2}}$, whereas in our setting the ridge is formed by generators from $\gamma_{\mathcal{V}_{1}}^{\prime}$ colliding with the brane. Another distinction is the occurrence of the boundary $S_{\Sigma} \cap \mathcal{B}$ and associated term in (5.39). This is handled in our case by assuming the NEC holds for the brane stress tensor.

### 5.3.3 Comments on the $1 \rightarrow 2$ connected wedge theorem

## The scattering region is inside the entanglement wedge

In the context of the $2 \rightarrow 2$ theorem, [78, 154] showed that the scattering region $J_{12 \rightarrow 12}$ is inside of the entanglement wedge of $\hat{\mathcal{V}}_{1} \cup \hat{\mathcal{V}}_{2}$. It is straightforward to adapt either of the proofs given there to the $1 \rightarrow 2$ theorem, where the analogous statement is that $J_{1 \rightarrow 12}^{\mathcal{E}}$ is inside the entanglement wedge of $\hat{\mathcal{V}}_{1}$. Since $J_{1 \rightarrow 12}^{\mathcal{E}}$ lives in the brane, we can be more specific and say that $J_{1 \rightarrow 12}^{\mathcal{E}}$ is inside the island formed by $\hat{\mathcal{V}}_{1} \cap \mathcal{B}$.

## Relationship to $2 \rightarrow 2$ theorem and interface branes

It is possible to describe ETW brane geometries as a $\mathbb{Z}_{2}$ identification of an interface brane geometry. In particular, consider a spacetime $\mathcal{M}$ described by metric $g_{\mu \nu}\left(x^{\mu}\right)$ and satisfying the boundary condition

$$
\begin{equation*}
K_{a b}-K h_{a b}=-8 \pi G_{N} T_{a b}^{\mathcal{B}} \tag{5.41}
\end{equation*}
$$

at the ETW brane. Then we can define a doubled geometry featuring an interface brane, with metric $g_{\mu \nu}\left(x_{+}^{\mu}\right)$ on one side of the brane and a copy of that metric $g_{\mu \nu}\left(x_{-}^{\mu}\right)$ on the other. At the interface brane Einsteins equations require we satisfy the Israel junction
conditions

$$
\begin{align*}
h_{a b}^{+} & =h_{a b}^{-}  \tag{5.42}\\
{\left[K_{a b}^{+}-K_{a b}^{-}\right]-\left[K^{+}-K^{-}\right] h_{a b} } & =-8 \pi G_{N} T_{a b}^{I} \tag{5.43}
\end{align*}
$$

Setting $T_{a b}^{I}=2 T_{a b}^{B}$ satisfies this condition. Identifying points $x_{+}=x_{-}$then recovers the ETW brane geometry.

We can apply the $2 \rightarrow 2$ connected wedge theorem to this interface brane geometry, and in limited cases recover the $1 \rightarrow 2$ theorem. To do this choose $\hat{\mathcal{C}}_{1}$ and $\hat{\mathcal{C}}_{2}$ to be mirror images across the interface brane. Choose $\hat{\mathcal{R}}_{1}$ and $\hat{\mathcal{R}}_{2}$ to be intervals centered on the two CFT interfaces. Notice that the brane anchored scattering region $J_{1 \rightarrow 12}^{\mathcal{E}}$ is not empty if and only if the bulk scattering region $J_{12 \rightarrow 12}^{\mathcal{E}}$ in the interface geometry is not empty. Further, the entanglement wedge of $\hat{\mathcal{V}}_{1} \cup \hat{\mathcal{V}}_{2}$ will be connected if and only if the entanglement wedge of $\hat{\mathcal{V}}_{1}$ connects to the brane in the ETW brane geometry. Thus, when the doubled geometry satisfies the conditions for the $2 \rightarrow 2$ theorem - in particular when the NEC holds in the doubled geometry - the $1 \rightarrow 2$ theorem follows from the $2 \rightarrow 2$ theorem.

Recall however the conditions for the $1 \rightarrow 2$ theorem: the bulk stress tensor and brane stress tensor should separately satisfy the NEC. There are many cases where these conditions hold, but in the associated interface brane geometry the NEC is violated. Consider for instance an ETW brane solution with

$$
\begin{align*}
T_{\mu \nu} & =0 \\
T_{a b}^{\mathcal{B}} & =-T h_{a b} \tag{5.44}
\end{align*}
$$

Then in the interface brane geometry the stress tensor is

$$
\begin{equation*}
T_{I}^{\mu \nu}=-T h^{a b} e_{a}^{\mu} e_{b}^{\nu} \delta\left(x-x_{0}\right) \tag{5.45}
\end{equation*}
$$

where the delta function is turned on at the interface. To study the NEC for $T_{\mu \nu}^{I}$, it's
convenient to rewrite this using the completeness relation,

$$
\begin{equation*}
g^{\mu \nu}=n^{\mu} n^{\nu}+h^{a b} e_{a}^{\mu} e_{b}^{\nu} \tag{5.46}
\end{equation*}
$$

so that

$$
\begin{equation*}
T_{I}^{\mu \nu} \ell_{\mu} \ell_{\nu}=-T\left(g^{\mu \nu}-n^{\nu} n^{\mu}\right) \ell_{\mu} \ell_{\nu}=T\left(n^{\mu} \ell_{\mu}\right)^{2} \tag{5.47}
\end{equation*}
$$

We see that the NEC is satisfied if and only if $T>0$. However, in the ETW brane geometry, the $1 \rightarrow 2$ theorem holds even for $T<0$. Consequently we find that the $2 \rightarrow 2$ theorem applied to the interface geometry only recovers the $1 \rightarrow 2$ theorem in special cases.

## Counterexample to the converse

We claimed in the introduction that the converse to Theorem 1 is false. In [78, 154], the authors constructed a counterexample to the converse of the $2 \rightarrow 2$ theorem. By taking a $\mathbb{Z}_{2}$ identification of the solution used in their example we can easily construct a counterexample to the converse of the $1 \rightarrow 2$ theorem. We do this in Fig. 5.6.

## The out regions are not entangled

In the $2 \rightarrow 2$ connected wedge theorem, time reversal implies that in addition to the decisions regions having a connected entanglement wedge, an analogous pair of late time regions do as well, where the late time regions are defined by $\sqrt{10}$

$$
\begin{align*}
& \hat{\mathcal{W}}_{1}=J^{-}\left(\hat{\mathcal{R}}_{1}\right) \cap J^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap J^{+}\left(\hat{\mathcal{C}}_{2}\right), \\
& \hat{\mathcal{W}}_{2}=J^{-}\left(\hat{\mathcal{R}}_{2}\right) \cap J^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap J^{+}\left(\hat{\mathcal{C}}_{2}\right) . \tag{5.48}
\end{align*}
$$

In the context of the $1 \rightarrow 2$ theorem one can define similar regions. To do so, we define points $x_{1}, x_{2}$ as the points where $\partial \hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right)$ reaches edge 1 and edge 2 , respectively. Then
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Figure 5.6: A counterexample to the converse of Theorem 1. (a) A constant time slice of a solution with a $T=0$ brane sitting in pure AdS. These solutions are described in detail $\$ 5.4$ We choose a region $\hat{\mathcal{V}}_{1}$ of size $\pi / 2$ and which is centered between the two edges. This region sits exactly on the phase transition between brane-attached (red surface) and brane detached (blue surface), and the scattering region consists of a single point. (b) The $T=0$ solution can be viewed as a $\mathbb{Z}_{2}$ identification of global AdS with the identification across $\rho=0$. (c) In the unfolded geometry, we consider adding a spherically symmetric matter distribution (shown in grey). This delays light rays travelling from $c_{1}$ to the brane by some finite amount, closing the scattering region. Due to spherical symmetry, the region $\mathcal{V}_{1}$ remains on the phase transition. Increasing its size infinitesimally then keeps the scattering region closed, while also ensuring the red, brane-attached surface is minimal.
we define

$$
\begin{align*}
& \hat{\mathcal{W}}_{1}^{\prime}=\hat{J}^{+}\left(x_{1}\right) \cap J^{-}\left(\hat{\mathcal{R}}_{1}\right), \\
& \hat{\mathcal{W}}_{2}^{\prime}=\hat{J}^{+}\left(x_{2}\right) \cap J^{-}\left(\hat{\mathcal{R}}_{2}\right) . \tag{5.49}
\end{align*}
$$

We can ask if $\hat{\mathcal{W}}_{1}^{\prime}$ and $\hat{\mathcal{W}}_{2}$ must also be entangled when the entanglement scattering region is non-empty.

In fact, these regions do not need to be entangled. For an explicit counterexample, begin with the example shown in Fig. 5.6a, where $\hat{\mathcal{V}}_{1}$ consists of an interval of size $\pi / 2$ centered between the two edges. Then the scattering region consists of a single point, and the minimal surface enclosing $\hat{\mathcal{W}}_{1}^{\prime} \cup \hat{\mathcal{W}}_{2}^{\prime}$ is on the transition from giving a connected and disconnected entanglement wedge. Now decrease the tension, moving the brane inward. This shortens the light travel time from $\hat{\mathcal{C}}_{1}$, so increases the size of the scattering region. Meanwhile, the disconnected surface enclosing $\hat{\mathcal{W}}_{1}^{\prime} \cup \hat{\mathcal{W}}_{2}^{\prime}$ loses area and becomes dominant, so that there is a non-empty scattering region but only $O(1)$ correlation between the $\hat{\mathcal{W}}_{i}$ regions.

## $1 \rightarrow 1$ theorem

For completeness, we also point out a $1 \rightarrow 1$ connected wedge theorem, which follows from a simple tasks argument or from geometric observations. We consider two regions $\hat{\mathcal{C}}_{1}, \hat{\mathcal{R}}_{1}$, both in the AdS boundary, and define the scattering region,

$$
\begin{equation*}
J_{1 \rightarrow 1}^{\mathcal{E}}=J^{+}\left(\mathcal{C}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right) \cap \mathcal{B}, \tag{5.50}
\end{equation*}
$$

and the decision region,

$$
\begin{equation*}
\hat{\mathcal{V}}_{1}=\hat{J}^{+}\left(\hat{\mathcal{C}}_{1}\right) \cap \hat{J}^{-}\left(\hat{\mathcal{R}}_{1}\right) . \tag{5.51}
\end{equation*}
$$

By analogy with the $1 \rightarrow 2$ theorem, we expect that $J_{1 \rightarrow 1}^{\mathcal{E}}$ being non-empty implies the entanglement wedge of $\hat{\mathcal{V}}_{1}$ is brane-attached. To verify this, we can give both a tasks and geometric argument.

From tasks, we consider an input $H^{q}|b\rangle_{A}$ at $\mathcal{C}_{1}$ and output $b$ at $\mathcal{R}_{1}$, with $q$ recorded into the brane degrees of freedom. If $J_{1 \rightarrow 1}^{\mathcal{E}}$ is non-empty, then one can use a simple bulk strategy: travel to the brane, learn $q$, then send $q$ to the output point where it can be used to undo $H^{q}$ and recover $b$. In the bulk picture knowing $q$ is necessary to successfully recover $b$, so $\hat{\mathcal{V}}_{1}$ must know $q$, so $\hat{\mathcal{V}}_{1}$ must have the brane in its entanglement wedge. ${ }^{11}$.

To understand this from the geometric perspective, note that $J^{+}\left(\mathcal{C}_{1}\right) \cap J^{-}\left(\mathcal{R}_{1}\right)$ is inside the entanglement wedge of $\hat{\mathcal{V}}_{1}$, so $J_{1 \rightarrow 1}^{\mathcal{B}}$ non-empty means the brane is inside the entanglement wedge of $\hat{\mathcal{V}}_{1}$.

### 5.4 Vacuum $\mathbf{A d S}_{2+1}$

In this section we give constant tension brane solutions in global $\mathrm{AdS}_{2+1}$, then verify the connected wedge theorem by explicit calculations in that setting. In this case the converse of Theorem 1 holds, and a bulk scattering region is present if and only if the entanglement wedge is connected. This is similar to the situation for the $2 \rightarrow 2$ theorem, where the converse holds for vacuum $\mathrm{AdS}_{2+1}$ [77].

### 5.4.1 Constant tension branes in global $\mathbf{A d S}_{2+1}$

We will consider a simple model where the bulk matter action is set to zero, and the brane has constant tension. This corresponds to a Lagrangian

$$
\begin{equation*}
L_{\mathrm{matter}}^{B}=-\frac{1}{8 \pi G_{N}} T . \tag{5.52}
\end{equation*}
$$

Extremizing the action (5.4), we obtain the vacuum Einstein's equations in the bulk and a boundary condition for the brane:

$$
\begin{equation*}
\left(K_{a b}-K h_{a b}\right)=-T h_{a b} . \tag{5.53}
\end{equation*}
$$
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Figure 5.7: Global $\mathrm{AdS}_{2+1}$ with a ETW brane. We've shown the $T=0$ case for simplicity. Poincaré patches are shaded in blue. (a) An edge centered choice of Poinaré patch. In the associated Poincaré solution the ETW brane is flat, described by (5.57). (b) A Poincaré patch centered at $\sigma=0$. In Poincaré coordinates the brane trajectory is a hyperbola, described by (5.60).


Figure 5.8: (a) Poincaré- $\mathrm{AdS}_{2+1}$ with a constant tension ETW brane, as obtained by taking an edge-centered patch of the global spacetime, as shown in Fig. 5.7b (b) Poincaré$\mathrm{AdS}_{2+1}$ with a constant tension ETW brane, as obtained by taking a patch as shown in Fig. 5.7a. The brane forms a hyperbola, and the two edge trajectories are $x= \pm \sqrt{1+t^{2}}$. The horizons $\sigma= \pm \nu$ chosen in the global geometry map to $x= \pm t, z=(1-\sin \Theta) / \cos \Theta$ in Poincaré coordinates, which we've shown in red.

We can solve this along with Einstein's equations. The solutions of interest are described by the metric

$$
\begin{equation*}
\mathrm{d} s_{2+1}^{2}=\cosh ^{2} \rho \mathrm{~d} s_{1+1}^{2}+\mathrm{d} \rho^{2}=\cosh ^{2} \rho\left(\ell^{2} \frac{-\mathrm{d} \nu^{2}+\mathrm{d} \sigma}{\cos ^{2} \sigma}\right)+\mathrm{d} \rho^{2} \tag{5.54}
\end{equation*}
$$

with $\mathrm{d} s_{1+1}^{2}$ the line element for a global $1+1$ dimensional AdS space. Allowing $-\infty<$ $\rho<\infty$, this is global AdS ${ }_{2+1}$. To add an ETW brane we restrict to $\rho_{0}<\rho<\infty$, where the brane is located at $\rho=\rho_{0}$ and

$$
\begin{equation*}
T=\frac{1}{\ell} \tanh \left(\rho_{0} / \ell\right) . \tag{5.55}
\end{equation*}
$$

We will call the $(\nu, \sigma, \rho)$ coordinates slicing coordinates, since $\rho$ foliates $\mathrm{AdS}_{1+1}$ slices to form an ${ }_{2+1}$ spacetime.

There are two ways of taking Poincaré patches of this spacetime that will be of interest to us. First, as shown in Fig. 5.7a, we can center our Poincaré patch on one of the edges,
$\sigma= \pm \pi / 2$. The associated Poincaré coordinates are related to slicing coordinates by

$$
\begin{equation*}
t=\frac{\sin \nu}{\cos \nu-\sin \sigma}, \quad x=\frac{\cos \sigma \tanh \rho}{\cos \nu-\sin \sigma}, \quad z=\frac{\cos \sigma \operatorname{sech} \rho}{\cos \nu-\sin \sigma} . \tag{5.56}
\end{equation*}
$$

Under this transformation the boundary becomes the half line $x>0$, with one edge located at $x=0$. The other edge is at $x=\infty$. The ETW branes trajectory is

$$
\begin{equation*}
\frac{x}{z}=\tan \Theta \tag{5.57}
\end{equation*}
$$

where $\Theta$ is related to the tension $T$ by $\ell T=\sin \Theta$. Solutions of this form are shown in Fig. 5.8a

Using this planar solution we can relate the bulk parameter $T$ to CFT data. In the CFT, one can calculate the entropy of an interval of size $L$ ending on the CFT-boundary,

$$
\begin{equation*}
S(L)=\frac{c_{\text {bulk }}}{6} \log \frac{L}{\epsilon}+g_{\mathcal{B}} . \tag{5.58}
\end{equation*}
$$

The second term is known as the boundary entropy [60], and counts the degrees of freedom located at the edge. The Ryu-Takayanagi prescription reproduces this entropy expression in the simple constant tension model if we relate the tension and boundary entropy according to

$$
\begin{equation*}
g_{\mathcal{B}}=\frac{\ell}{4 G_{N}} \operatorname{arctanh}(\ell T) . \tag{5.59}
\end{equation*}
$$

The second Poincaré patch we will be interested in is centered at $\sigma=0$, as shown in Fig. 5.7b. This coordinate change is most easily performed using the embedding space formalism, see $\$ 5.4 .2$. The ETW brane in this Poincaré patch is described by

$$
\begin{equation*}
x^{2}-t^{2}+(z+\tan \Theta)^{2}=\sec ^{2} \Theta \tag{5.60}
\end{equation*}
$$

The edge trajectories are described by $t= \pm \sqrt{x^{2}-1}$. This solution was studied in Chapter 4 in the context of brane models of black holes and island formation, which we will also take up in $\$ 5.5$. A solution of this type is shown in Fig. 5.8b,

### 5.4.2 *Coordinate systems and embedding space

Here, we briefly discuss the different coordinate systems used for AdS. Rather than explicitly map between coordinates, we use the embedding space formalism, following [157] closely. Recall that we can view $\operatorname{AdS}_{d+1}$ as (the universal cover of) the hyperboloid in $\mathbb{R}^{2, d-1}$, given by

$$
X_{0}^{2}+X_{d+1}^{2}-\sum_{i=1}^{d} X_{i}^{2}=\ell_{\mathrm{AdS}}^{2}
$$

We set $\ell_{\text {AdS }}=1$ for convenience. Different choices of coordinates map to different parametrizations of this hyperboloid. For instance, consider standard global coordinates on $\operatorname{AdS}_{d+1}$ :

$$
\mathrm{d} s_{d+1}^{2}=-\cosh ^{2} \hat{\rho} \mathrm{~d} \hat{t}+\mathrm{d} \hat{\rho}^{2}+\sinh ^{2} \hat{\rho} \mathrm{~d} \Omega_{d-1}^{2}
$$

where $\hat{t}$ is global (Lorentzian) time, and the $\Omega_{i}$ are spherical coordinates on $\mathbb{S}^{d-1}$. This corresponds to the parametrization

$$
\begin{aligned}
X_{0} & =\cosh \hat{\rho} \cos \hat{t} \\
X_{i} & =\Omega_{i} \sinh \hat{\rho} \\
X_{d+1} & =\cosh \hat{\rho} \sin \hat{t}
\end{aligned}
$$

We employ the slicing coordinates

$$
\mathrm{d} s_{d+1}^{2}=\cosh ^{2} \rho \mathrm{~d} s_{d}^{2}+\mathrm{d} \rho^{2}
$$

with global coordinates $\mathrm{d} s_{d}^{2}$ on the slices. This arises from the parametrization

$$
\begin{aligned}
X_{0} & =\cosh \rho \cosh r \cos \nu \\
X_{a} & =\Omega_{a} \cosh \rho \sinh r \\
X_{d} & =\sinh \rho \\
X_{d+1} & =\cosh \rho \cosh r \sin \nu,
\end{aligned}
$$

where $a=1, \ldots, d-1$ correspond to spherical coordinates for $\mathbb{S}^{d-2}$ on the $\mathrm{AdS}_{d}$ slices. In the global coordinates on $\mathrm{AdS}_{d+1}$ or $\mathrm{AdS}_{d}$, we can always compactify to the "Einstein static universe" coordinates $\hat{\sigma}, \sigma$ defined by

$$
\tan \hat{\sigma}=\sinh \hat{\rho}, \quad \tan \sigma=\sinh \rho,
$$

with (for instance)

$$
\begin{equation*}
\mathrm{d} s_{d}^{2}=\frac{-\mathrm{d} \nu^{2}+\mathrm{d} \sigma^{2}+\sin ^{2} \theta \mathrm{~d} \Omega_{d-2}^{2}}{\cos ^{2} \sigma} . \tag{5.61}
\end{equation*}
$$

Note that for $d>2, \rho>0$, and hence $\sigma \in[0, \pi / 2)$. However, for $d=2$, we can trade in the 0 -sphere $\Omega^{0}=\{ \pm 1\}$ and take $\rho \in \mathbb{R}$, hence $\sigma \in[-\pi / 2, \pi / 2)$. This is the coordinate system used in (5.54). Finally, there is the Poincaré slicing,

$$
\mathrm{d} s_{d+1}^{2}=\frac{1}{z^{2}}\left(-\mathrm{d} t^{2}+\mathrm{d} x^{2}+x^{2} \mathrm{~d} \Omega_{d-2}^{2}\right)
$$

with parametrization

$$
\begin{aligned}
X_{0} & =\frac{1}{2 z}\left(z^{2}+x^{2}-t^{2}+1\right) \\
X_{a} & =\frac{x \Omega_{a}}{z} \\
X_{d} & =\frac{1}{2 z}\left(z^{2}+x^{2}-t^{2}-1\right) \\
X_{d+1} & =\frac{t}{z}
\end{aligned}
$$

For a brane at fixed $\rho=\rho_{0}$, setting $X_{d}$ equal in these three parametrizations leads to

$$
\begin{equation*}
\sinh \rho_{0}=\Omega_{d} \sinh \hat{\rho}=\frac{1}{2 z}\left(z^{2}+x^{2}-t^{2}-1\right) . \tag{5.62}
\end{equation*}
$$

### 5.4.3 Null rays and entanglement

In the solutions (5.54), we will check the theorem in the case that the input and output regions are points, $\hat{\mathcal{C}}_{1}=\left\{c_{1}\right\}$ and $\hat{\mathcal{R}}_{i}=\left\{r_{i}\right\}$. We will calculate the travel time of null rays in the geometry (5.54), used to perform the bulk local strategy, and compare to a calculation of entanglement entropy on the field theory side.

We can transform slicing coordinates (5.54) into the following form:

$$
\begin{equation*}
\mathrm{d} s_{2+1}^{3}=\frac{\cosh ^{2} \rho}{\sin ^{2} \theta}\left(-\mathrm{d} \nu^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{5.63}
\end{equation*}
$$

where $\ell_{\text {AdS }}=1, \theta=\sigma+\pi / 2 \in[0, \pi]$, and $\varphi \in\left[\varphi_{\mathcal{B}}, \pi\right]$ is a warping coordinate for the copies of $\mathrm{AdS}_{1+1}$, with $\varphi=0$ the position of the asymptotic region and $\varphi=\varphi_{\mathcal{B}}$ the location of the brane. While the brane has the geometry of a copy of global $\mathrm{AdS}_{1+1}$, the bulk is conformally equivalent to a patch of $\mathbb{R} \times \mathbb{S}^{2}$ enclosed by two lines of longitude. In these coordinates, it is easy to trace out light cones. As discussed in more detail below, if Alice sends a signal from $c_{1}=\left(0, \theta_{0}\right)$ light rays will arrive at the brane at angle $\theta$ at a time

$$
\begin{equation*}
\cos [\nu(\theta)]=\cos \theta_{0} \cos \theta+\sin \theta_{0} \sin \theta \cos \varphi_{\mathcal{B}} \tag{5.64}
\end{equation*}
$$

Next we study the von Neumann entropy of subregions of the CFT. This can obtained using the replica trick in the BCFT. We start by analytically continuing the Lorentzian metric (5.63) to Euclidean time $\tau=i \nu$, and choose a defining factor to obtain the BCFT on $M_{E}=\mathbb{R} \times[0, \pi]$. Following the calculation of [2], we can calculate the entanglement entropy of the (Euclidean) interval $A:=\left[w_{1}, w_{2}\right]$, for $w_{j}=\tau_{j}+i \theta_{j}$. The phase transition occurs at

$$
\begin{equation*}
e^{12 g_{\mathcal{B}} / c}=\left|\frac{\cosh (\Delta \tau)-\cos (\Delta \theta)}{2 \sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right)}\right| \tag{5.65}
\end{equation*}
$$

where $\Delta w=w_{2}-w_{1}=\Delta \tau+i \Delta \theta, \Delta \theta=\theta_{2}-\theta_{1}$ and $\Delta \tau=\tau_{2}-\tau_{1}, c$ is the central charge of the CFT , and $g_{\mathcal{B}}:=\log \langle 0 \mid B\rangle$ is the boundary entropy.

Let us see how this comes about.

## Light rays

Let's consider the reflection of bulk light rays in the simplest case, vacuum $\mathrm{AdS}_{2+1}$ with a brane of tension $T$. We can write the global metric (for $\ell_{\mathrm{AdS}}=1$ ) in the slicing coordinates $\mathrm{AdS}_{1+1}$ :

$$
\begin{equation*}
\mathrm{d} s_{2+1}^{2}=\cosh ^{2} \rho \mathrm{~d} s_{1+1}^{2}+\mathrm{d} \rho^{2}=\cosh ^{2} \rho\left(\frac{-\mathrm{d} \nu^{2}+\mathrm{d} \theta^{2}}{\sin ^{2} \theta}\right)+\mathrm{d} \rho^{2} \tag{5.66}
\end{equation*}
$$

where $\rho_{0}$ is the position of the brane and $\rho=\infty$ the boundary, global Lorentzian time is $\nu \in \mathbb{R}$, and $\theta=\sigma+\pi / 2 \in[0, \pi]$. Null rays are simple in conformally flat coordinates, which we find by defining a new warping coordinate

$$
\begin{equation*}
\varphi=\frac{\pi}{2}+2 \tan ^{-1}\left[\tanh \left(\frac{\rho}{2}\right)\right]=2 \tan ^{-1} e^{\rho}, \quad \mathrm{d} \varphi^{2}=\frac{\mathrm{d} \rho^{2}}{\cosh ^{2} \rho}, \tag{5.67}
\end{equation*}
$$

with $\varphi \in\left[\varphi_{\mathcal{B}}, \pi\right]$ for a brane at $\varphi_{\mathcal{B}}=\varphi\left(\rho_{0}\right)$. Then our global metric becomes

$$
\begin{equation*}
\mathrm{d} s_{3}^{2}=\frac{\cosh ^{2} \rho}{\sin ^{2} \theta}\left(-\mathrm{d} \nu^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right), \tag{5.68}
\end{equation*}
$$

which is conformally equivalent to patch of $\mathbb{S}^{2} \times \mathbb{R}$ enclosed by two lines of longitude. Since null rays do not see the conformal factor, our problem reduces to propagating light rays on the sphere. With respect to some affine parameter $\lambda$, we have null geodesic equation

$$
-\dot{\nu}^{2}+\dot{\theta}^{2}+\sin ^{2} \theta \dot{\varphi}^{2}=0 .
$$

If we set $\dot{\nu}=1$, our problem reduces to finding geodesic lengths on the sphere, with affine time measuring these lengths.

A null ray will start at some initial point $\theta_{0}$ and with some initial direction $\theta_{0}^{\prime}$ at the boundary $\varphi=\pi$. It travels into the bulk, reflects off the brane at $\varphi_{\mathcal{B}}$, and finally returns to the boundary at some final position $\theta_{1}$. From the cosine rule for spherical trigonometry, the geodesic distance to the brane obeys

$$
\begin{equation*}
d=\cos ^{-1}\left[\cos \theta_{0} \cos \theta_{1}+\sin \theta_{0} \sin \theta_{1} \cos \left(\varphi_{\mathcal{B}}\right)\right] \tag{5.69}
\end{equation*}
$$

Thus, the global time it takes a null ray to reach the brane with respect to the parameterization $\dot{\nu}=1$ is

$$
\begin{equation*}
\nu(\theta)=\cos ^{-1}\left[\cos \theta_{0} \cos \theta+\sin \theta_{0} \sin \theta \cos \left(\varphi_{\mathcal{B}}\right)\right] . \tag{5.70}
\end{equation*}
$$

## Entanglement entropy

We now calculate entanglement entropy from the field theory side.
First, we analytically continue $\tau=i \nu$, so that

$$
\begin{equation*}
\mathrm{d} s_{3}^{2}=\frac{\cosh ^{2} \rho}{\sin ^{2} \theta}\left(\mathrm{~d} \tau^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{5.71}
\end{equation*}
$$

Choosing a defining function to remove the prefactor as we approach the boundary, the dual BCFT is defined on $[0, \pi] \times \mathbb{R}$. The first step is to map the strip to the upper halfplane (UHP), $z=x+i y$ for $y \geq 0$. Let $w=\tau+i \theta=\log z$. Then correlation functions for primary operators $\mathcal{O}_{i}$ on the strip and UHP are related by

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(w_{1}\right) \cdots \mathcal{O}_{k}\left(w_{k}\right)\right\rangle_{\text {strip }}=\prod_{i}\left|z_{i}\right|^{\Delta_{i}}\left\langle\mathcal{O}_{1}\left(z_{1}\right) \cdots \mathcal{O}_{k}\left(z_{k}\right)\right\rangle_{\text {UHP }} . \tag{5.72}
\end{equation*}
$$

We define the distances $z_{i j}=\left|z_{i}-z_{j}\right|$ and $z_{i \bar{j}}=\left|z_{j}-\bar{z}_{j}\right|$ for future convenience.
A twist operator creates an $n$-fold branched cover of the geometry via boundary conditions. The one-point function for a twist in the presence of a boundary is

$$
\begin{equation*}
\left\langle\Phi_{n}\left(w_{1}\right)\right\rangle_{\text {strip }}=\left|\frac{z_{1}}{z_{1 \overline{1}}}\right|^{d_{n}} e^{(1-n) g_{\mathcal{B}}} \tag{5.73}
\end{equation*}
$$

where the twist scaling dimension for central charge $c$ and replica number $n$ is given by [63]

$$
\begin{equation*}
d_{n}=\frac{c}{12}\left(n-\frac{1}{n}\right) . \tag{5.74}
\end{equation*}
$$

A gap and small OPE coefficients [2] imply the simple form for a correlator of twists:

$$
\begin{equation*}
\left\langle\Phi_{n}\left(w_{1}\right) \Phi_{-n}\left(w_{2}\right)\right\rangle_{\text {strip }}=\min \left\{\left|\frac{z_{1} z_{2}}{z_{12}^{2}}\right|^{d_{n}},\left|\frac{z_{1} z_{2}}{z_{1 \overline{1}} z_{2 \overline{2}}}\right|^{d_{n}} e^{2 g_{\mathcal{B}}(1-n)}\right\} . \tag{5.75}
\end{equation*}
$$

The entanglement entropy is given by the limit

$$
\begin{align*}
S_{w_{1} w_{2}} & =\lim _{n \rightarrow 1^{+}} \frac{1}{1-n} \log \left\langle\Phi_{n}\left(w_{1}\right) \Phi_{-n}\left(w_{2}\right)\right\rangle_{\text {strip }} \\
& =\min \left\{\frac{c}{6} \log \left|\frac{z_{12}^{2}}{z_{1} z_{2}}\right|, \frac{c}{6} \log \left|\frac{z_{1 \overline{1}} z_{2 \overline{2}}}{z_{1} z_{2}}\right|+2 g_{\mathcal{B}}\right\} . \tag{5.76}
\end{align*}
$$

We have neglected the UV regulator, since it cancels when we calculate the transition between expressions. This occurs at

$$
\begin{equation*}
e^{12 g_{\mathcal{B}} / c}=\left|\frac{z_{12}^{2}}{z_{1 \overline{1}} z_{1 \overline{2}}}\right|=\left|\frac{\cosh (\Delta \tau)-\cos (\Delta \theta)}{2 \sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right)}\right| \tag{5.77}
\end{equation*}
$$

where $w_{j}=\tau_{j}+i \theta_{j}, \Delta \tau=\tau_{2}-\tau_{1}$, and $\Delta \theta=\theta_{2}-\theta_{1}$. Reverting to $\nu=-i \tau$, this becomes

$$
\begin{equation*}
e^{12 g_{\mathcal{B}} / c}=\left|\frac{\sin [(\Delta \theta+\Delta \nu) / 2] \sin [(\Delta \theta-\Delta \nu) / 2]}{\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right)}\right| . \tag{5.78}
\end{equation*}
$$

## A connected wedge

To relate the location of the brane in different coordinates, first note that

$$
\rho_{0}=\frac{6}{c} g_{\mathcal{B}} .
$$

Hence, by (5.67),

$$
\begin{equation*}
e^{12 g_{\mathcal{B}} / c}=\tan ^{2}\left(\frac{\varphi_{\mathcal{B}}}{2}\right) . \tag{5.79}
\end{equation*}
$$

Consider an input point $c_{1}=\left(\theta_{0}, 0\right)$, and two edge output points $r_{1}=\left(0, t_{1}\right), r_{2}=\left(\pi, t_{2}\right)$. The backward light cones intersect at coordinates

$$
\begin{equation*}
x=\frac{1}{2}\left(\nu_{1}-\nu_{2}+\pi, \nu_{1}+\nu_{2}-\pi\right)=\left(\theta_{1}, \nu_{g}\right) . \tag{5.80}
\end{equation*}
$$

Similarly, the forward light cone of $c_{1}$ and the backward cone of $x$ intersect at two points,

$$
\begin{align*}
L & =\left(\theta_{L}, \nu_{L}\right)  \tag{5.81}\\
R= & \frac{1}{2}\left(\theta_{1}+\theta_{0}-\nu_{g}, \theta_{0}-\theta_{1}+\nu_{g}\right)  \tag{5.82}\\
R & =\left(\theta_{R}, \nu_{R}\right)=\frac{1}{2}\left(\theta_{1}+\theta_{0}+\nu_{g}, \theta_{1}-\theta_{0}+\nu_{g}\right) .
\end{align*}
$$

In order to successfully use a bulk strategy, Alice must send a bulk light ray so that it hits the brane in the past of the point on the brane with boundary coordinates $x$. The extreme case is when her null ray hits $x$ itself. From (5.69), this occurs at a boundary time $\nu_{\mathcal{B}}$ given by

$$
\begin{equation*}
\cos \left(\nu_{\mathcal{B}}\right)=\cos \theta_{0} \cos \theta_{1}+\sin \theta_{0} \sin \theta_{1} \cos \left(\varphi_{\mathcal{B}}\right) \tag{5.83}
\end{equation*}
$$

We expect that this is precisely the time at which $(L, R)$ experiences a phase transition in entanglement entropy. From (5.78), the transition occurs at

$$
\begin{align*}
e^{12 g_{\mathcal{B}} / c}=\tan ^{2}\left(\frac{\varphi_{\mathcal{B}}}{2}\right) & =\left|\frac{\sin \left[\left(\nu_{g}+\theta_{1}-\theta_{0}\right) / 2\right] \sin \left[\left(\nu_{g}+\theta_{0}-\theta_{1}\right) / 2\right]}{\sin \left[\left(\theta_{0}+\theta_{1}-\nu_{g}\right) / 2\right] \sin \left[\left(\theta_{0}+\theta_{1}-\nu_{g}\right) / 2\right]}\right| \\
& =\left|\frac{\cos \nu_{g}+\cos \left(\theta_{1}-\theta_{0}\right)}{\cos \nu_{g}-\cos \left(\theta_{1}-\theta_{0}\right)}\right| \tag{5.84}
\end{align*}
$$

where we have simplified with trigonometric identities. To verify the connected wedge theorem, we will show from (5.83) and (5.84) that $\nu_{g}=\nu_{\mathcal{B}}$. We first use the trigonometric identity

$$
\begin{equation*}
\tan ^{2}\left(\frac{\varphi_{\mathcal{B}}}{2}\right)=\frac{1-\cos \left(\varphi_{\mathcal{B}}\right)}{1+\cos \left(\varphi_{\mathcal{B}}\right)} \tag{5.85}
\end{equation*}
$$

We can isolate $\cos \left(\varphi_{\mathcal{B}}\right)$ in (5.83). Substituting this expression into 5.85) yields

$$
\begin{equation*}
\tan ^{2}\left(\frac{\varphi_{\mathcal{B}}}{2}\right)=\frac{\sin \theta_{0} \sin \theta_{1}+\cos \theta_{0} \cos \theta_{1}-\cos \nu_{\mathcal{B}}}{\sin \theta_{0} \sin \theta_{1}-\cos \theta_{0} \cos \theta_{1}+\cos \nu_{\mathcal{B}}}=\left|\frac{\cos \nu_{\mathcal{B}}+\cos \left(\theta_{1}-\theta_{0}\right)}{\cos \nu_{\mathcal{B}}-\cos \left(\theta_{1}-\theta_{0}\right)}\right| \tag{5.86}
\end{equation*}
$$

Comparing to (5.84), we find $\nu_{\mathcal{B}}=\nu_{g}$ as claimed.
Returning to Lorentzian time, $\nu=-i \tau$, (5.65) gives

$$
\begin{equation*}
e^{12 g_{\mathcal{B}} / c}=\left|\frac{\sin [(\Delta \theta+\Delta \nu) 2] \sin [(\Delta \theta-\Delta \nu) 2]}{\sin \left(\theta_{1}\right) \sin \left(\theta_{2}\right)}\right| . \tag{5.87}
\end{equation*}
$$

We note that the brane angle $\varphi_{\mathcal{B}}$ is related to the boundary entropy by

$$
\begin{equation*}
e^{6 g_{\mathcal{B}} / c}=\tan \left(\frac{\varphi_{\mathcal{B}}}{2}\right) \tag{5.88}
\end{equation*}
$$

This follows from (5.59) and the relation $c=3 \ell_{\mathrm{AdS}} / 2 G_{N}$. In the next section, we combine these facts about light rays and entanglement to confirm the connected wedge theorem for pure $\mathrm{AdS}_{2+1}$ ended by constant tension branes.

### 5.4.4 A check of the connected wedge theorem

Let $c_{1}=\left(0, \theta_{0}\right)$ be the input point. Without loss of generality, consider output points $r_{0}, r_{\pi}$ on opposite edges ${ }^{12}$ The backward light cones for these points intersect at some point $x=\left(\nu_{1}, \theta_{1}\right)$, and hence the decision region is $\hat{\mathcal{V}}_{1}=\hat{J}^{+}\left(c_{1}\right) \cap \hat{J}^{-}(x)$. If $\hat{\mathcal{V}}_{1}$ intersects the edges of the BCFT, then the boundary local strategy can be trivially performed: Alice travels to the edge, decodes her qubit, and sends the results to $r_{0}$ and $r_{\pi}$.

We will be interested in the case where this strategy cannot be performed, and hence $\hat{\mathcal{V}}_{1}=\hat{D}[A]$ for a boundary interval $A$ with endpoints

$$
\begin{align*}
& L=\left(\theta_{L}, \nu_{L}\right)=\frac{1}{2}\left(\theta_{1}+\theta_{0}-\nu_{g}, \theta_{0}-\theta_{1}+\nu_{g}\right)  \tag{5.89}\\
& R=\left(\theta_{R}, \nu_{R}\right)=\frac{1}{2}\left(\theta_{1}+\theta_{0}+\nu_{g}, \theta_{1}-\theta_{0}+\nu_{g}\right) \tag{5.90}
\end{align*}
$$

To perform a bulk local strategy, Alice must shoot null rays in the bulk so they intersect the brane in the past of the point on the brane with boundary coordinates $x$. This strategy marginally succeeds when the light ray hits $x$ itself $1_{3}^{13}$ If she sends it from $c_{1}$, 5.64) tells us it arrives at the brane at a time $\nu_{\mathcal{B}}$ obeying

$$
\begin{equation*}
\cos \nu_{\mathcal{B}}=\cos \theta_{0} \cos \theta_{1}+\sin \theta_{0} \sin \theta_{1} \cos \varphi_{\mathcal{B}} \tag{5.91}
\end{equation*}
$$

[^67]Our connected wedge theorem states that when this ray can arrive at $x$, or $\nu_{\mathcal{B}} \leq \nu_{1}, A$ has a brane-connected entanglement wedge.

Using equations (5.87)-(5.90), the transition to a brane-connected entanglement wedge occurs at a time $t_{g}$ obeying

$$
\begin{equation*}
\tan ^{2}\left(\frac{\varphi_{\mathcal{B}}}{2}\right)=\left|\frac{\cos \nu_{g}+\cos \left(\theta_{1}-\theta_{0}\right)}{\cos \nu_{g}-\cos \left(\theta_{1}-\theta_{0}\right)}\right| . \tag{5.92}
\end{equation*}
$$

Fixing $\theta_{0}, \theta_{1}$ and solving for $\nu_{1}$, some algebra shows it obeys 5.91. In other words, the transition to a connected entanglement wedge occurs precisely when the bulk local strategy becomes possible. This explicitly verifies the connected wedge theorem for vacuum $\mathrm{AdS}_{2+1}$.

As a simple illustration take $\theta_{0}=\theta_{1}=\pi / 2$, corresponding to edge output points at equal times. From (5.88), the phase transition occurs at a time $\nu_{g}$ given by

$$
\tan ^{2}\left(\frac{\varphi_{\mathcal{B}}}{2}\right)=\left|\frac{\sin ^{2}\left(\nu_{g} / 2\right)}{\sin \left[\left(\pi+\nu_{g}\right) / 2\right] \sin \left[\left(\pi-\nu_{g}\right) / 2\right]}\right|=\tan ^{2}\left(\frac{\nu_{g}}{2}\right),
$$

in other words, when $\nu_{P}=\varphi_{\mathcal{B}}$. But from (5.64), a light ray from $c_{1}$ arrives at the brane at time $\nu_{\mathcal{B}}=\varphi_{\mathcal{B}}$. So the phase transition occurs precisely when Alice is able to perform the quantum task using the bulk local strategy.

### 5.5 The connected wedge theorem and islands

In this section, we point out that, in brane models, the $1 \rightarrow 2$ connected wedge theorem reveals the formation of islands in the Ryu-Takayanagi formula. Indeed from the perspective of physics on the brane, the RT surface attaching to the brane corresponds to the formation of an island [6, 76, 149, 150, 151, 152, 153]. The connected wedge theorem then relates the formation of this island to causal features of the higher dimensional AdS geometry. In this section we make more precise how we can view the brane as a black hole and a portion of the CFT as the radiation system, and finally apply the connected wedge theorem in this context.

(a)

(b)

Figure 5.9: Choosing an appropriate Poincaré patch of the global spacetime, we find a two-sided black hole geometry (on the brane) coupled to two flat regions (wedges of the CFT). The end points of the two flat regions are coupled in the global picture. Note that we are most interested in the case where $T \approx 1$ and gravity localizes to the brane. We have drawn the $T=0$ case however to simplify the diagram.

### 5.5.1 The black hole and the radiation system

We will focus on the solutions described in $\$ 5.4$, which have a constant tension brane ending a pure, global, $\mathrm{AdS}_{2+1}$ spacetime. We are most interested in the case where $T \approx 1$, where gravity localizes to the brane [138]. As noted in the introduction, choosing $\hat{\mathcal{C}}_{1}, \hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ to be extended regions gives no additional power to the connected wedge theorem in these solutions, and consequently for simplicity we will take $\hat{\mathcal{C}_{1}}=c_{1}, \hat{\mathcal{R}}_{1}=r_{1}$, $\hat{\mathcal{R}_{2}}=r_{2}$ where $c_{1}, r_{1}, r_{2}$ are points on the boundary of AdS, and in particular $r_{1}, r_{2}$ sit in the edge.

For constant tension solutions we have two simplifications that will prove useful in understanding the connected wedge theorems relationship to islands. The first simplification is that for constant tension branes light rays run tangent to the brane. This allows us to define horizons in the brane by choosing points $r_{1}$ and $r_{2}$ on the edge, and considering their forward light cones,

$$
\begin{align*}
H_{1} & =\left[\partial J^{+}\left(r_{1}\right)\right]_{\mathcal{B}}, \\
H_{2} & =\left[\partial J^{+}\left(r_{2}\right)\right]_{\mathcal{B}} . \tag{5.93}
\end{align*}
$$

These horizons intersect at $p_{\mathcal{B}}=(\sigma=0, \nu=0)$. From these horizons, define regions $I-I V$ as in Fig. 5.9. Region $I I$ is the black hole interior, while $I$ and $I V$ are the right and left exteriors.

The second simplification is that the $1 \rightarrow 2$ theorem is if and only if for constant tension solutions. This will let us conclude that an island forms if and only if a certain scattering configuration occurs. This is not essential, as we may still be interested in a sufficient condition for the formation of an island.

To make the black hole features of these constant tension brane solutions more explicit, consider going to the Poincaré patch shown in Fig. 5.9. This patch includes the entire black hole, along with two wedge shaped portions of the CFT and a portion of the AdS bulk. Forgetting the bulk picture and focusing on the brane coupled to CFT picture, we have the spacetime shown in Fig. 5.9b.

Explicitly the Poincaré patch is described by a metric

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\ell^{2}}{z^{2}}\left(-\mathrm{d} t^{2}+\mathrm{d} x^{2}+\mathrm{d} z^{2}\right) \tag{5.94}
\end{equation*}
$$

with brane located at

$$
\begin{equation*}
x^{2}-t^{2}+(z+\tan \Theta)^{2}=\sec ^{2} \Theta \tag{5.95}
\end{equation*}
$$

where $\Theta$ is related to the tension $T$ according to $T=\sin \Theta$. The Poincaré patch includes only the $-\pi / 2<\nu<\pi / 2$ portion of the brane. The points $r_{1}$ and $r_{2}$ are mapped to $x=t=-\infty$ and $-x=t=-\infty$. The details of this coordinate change are given in \$5.4.2.

In Poincaré coordinates the edge trajectory is $x= \pm \sqrt{1+t^{2}}$. These trajectories asymptote to the light rays $x= \pm t$. Mapping the horizons $v= \pm \sigma$ to Poincaré we find horizons

$$
\begin{equation*}
z=\frac{1-\sin \Theta}{\cos \Theta} \quad, \quad x= \pm t \tag{5.96}
\end{equation*}
$$

One can also verify directly in the Poincaré geometry that these are the horizons by studying null geodesics in the brane geometry, as in the previous chapter.

Next we should identify the radiation system. The entire CFT is coupled to the black hole at the two edges, and information can escape from the black hole into anywhere in the CFT. It seems sensible however to not consider the portion of the CFT which reconstructs the black hole exterior regions as being part of the radiation system. It is straightforward to identify the CFT dual to the left and right exterior black hole regions. The interval $Y_{1}=\{\sigma \in(-\pi / 2,0), \nu=0\}$ has region $I$ inside its entanglement wedge. Similarly the interval $Y_{2}=\{\sigma \in(0, \pi / 2), \nu=0\}$ has region $I I$ inside its entanglement wedge. This excludes $D\left(Y_{1}\right)$ and $D\left(Y_{2}\right)$ from the radiation system.

The remaining portion of the CFT is the future and past of the point

$$
\begin{equation*}
x=(\nu=0, \sigma=0, \rho=\infty) . \tag{5.97}
\end{equation*}
$$

The future of $x$ reconstructs region $I I$ of the brane, so we should identify this with the radiation system. To specify that radiation has been collected only up until a certain time, we can choose a second point $c_{1}$ and define

$$
\begin{equation*}
\hat{R}=J^{+}(x) \cap J^{-}\left(c_{1}\right) \tag{5.98}
\end{equation*}
$$

For $c_{1}$ at an early time so that $R$ is small, the entanglement wedge of $R$ will be disconnected from the brane, and $R$ does not see inside of the black hole. At late enough times though, $\mathcal{E}_{W}(R)$ connects to the brane. Where this transition occurs will be controlled by the connected wedge theorem. Note also that since the minimal surfaces are at constant $\sigma$, they will in fact lie exactly on the horizons. This is illustrated in Fig. 5.10.

### 5.5.2 The connected wedge theorem and behind the horizon

Finally, we can apply the connected wedge theorem to this black hole on the brane. In fact, we need a time reversed variant of the theorem, which follows immediately from Theorem 1(we also specialize to the case where the input and output regions are points),

Theorem 5. ( $2 \rightarrow 1$ connected wedge theorem) Consider three points $r_{1}, r_{2}, c_{1}$ in an asymptotically $A d S_{2+1}$ spacetime with an end-of-the-world brane, with $c_{1}$ in the boundary and $r_{1}, r_{2}$ on the edge. Then if

$$
\begin{equation*}
J_{12 \rightarrow 1}=J^{+}\left(r_{1}\right) \cap J^{+}\left(r_{2}\right) \cap J^{-}\left(c_{1}\right) \tag{5.99}
\end{equation*}
$$

is non-empty, the entanglement wedge of

$$
\begin{equation*}
\hat{\mathcal{V}}_{1}=\hat{J}^{+}\left(r_{1}\right) \cap \hat{J}^{+}\left(r_{2}\right) \cap \hat{J}^{-}\left(c_{1}\right) \tag{5.100}
\end{equation*}
$$

is attached to the brane.
The two input points of the theorem we identify with the points $r_{1}$ and $r_{2}$ we used above to define the black hole horizons $H_{1}$ and $H_{2}$. The region $\hat{\mathcal{V}}_{1}$ becomes the subsystem of the radiation which has been collected since $J^{+}\left(r_{1}\right) \cap J^{+}\left(r_{2}\right)=J^{+}(x)$, so $\hat{\mathcal{V}}_{1}=\hat{R}$.


Figure 5.10: Theorem 1 along with time reversal implies a $2 \rightarrow 1$ connected wedge theorem. We can view the light rays beginning at $r_{1}$ and $r_{2}$ as defining the horizons of a black hole. The region $\hat{\mathcal{V}}_{1}$ is then the radiation system. (a) When a light ray reaches $\hat{\mathcal{V}}_{1}$ from the black hole interior, the entanglement wedge of $\hat{\mathcal{V}}_{1}$ must connect to the brane, so that $\hat{\mathcal{V}}_{1}$ reconstructs a portion of the interior. (b) When the black hole is causally disconnected from the black hole interior, the entanglement wedge of $\hat{\mathcal{V}}_{1}$ may be disconnected from the brane.

(a)

(b)

Figure 5.11: (a) The radiation system $R$ (time-slice in green) picked out by the connected wedge theorem sits outside the Poincaré patch. (b) A nearby region $\hat{R}_{P}$ inside the patch has $\hat{R}_{1}$ inside of its domain of dependence, so that $\hat{R}_{P}$ has an island whenever $\hat{R}_{1}$ does. The entanglement wedge of $\hat{R}_{P}$ (shown in light gray) will include a small portion of the black hole exterior in its entanglement wedge.

Applying Theorem 5 along with its converse (which holds because we are in the constant tension solutions) gives a simple condition for when the radiation system reconstructs a portion of the black hole interior: an island forms if and only if there is a causal curve from the black hole interior into the radiation system.

This causal picture for island formation immediately reveals a set of simple operators that probe behind the black hole horizon. In particular consider an operator $\mathcal{O}_{y}$, which is localized near a point $y$, with $y$ in $\hat{R}$ and in the future of the black hole interior (such points exist by our theorem). These operators directly probe the black hole interior by virtue of being in its future.

Notice that the radiation system $\hat{R}$ sits outside of the Poincaré patch we identified
above. Thus it sits outside of the black hole spacetime. Ideally, we would understand which subregions of the Poincaré patch reconstruct the black hole interior. To do this, we need only note that a nearby subregion $\hat{R}_{P}$ of the Poincaré patch includes $\hat{R}$ in its domain of dependence. See Fig. 5.11. Evolving the state on this subregion forward using the global Hamiltonian, we can construct the state of the radiation system $\hat{R}_{1}$. Notice that $\hat{R}_{P}$ is slightly larger than $\hat{R}$ and will include a small portion of the black hole exterior in its entanglement wedge.

To write operators which probe behind the black hole horizon in the Hilbert space of $V_{P}$, we can start with the operators $\mathcal{O}_{y}$ which live in $\hat{\mathcal{V}}_{1}$ and time evolve backward using the global Hamiltonian. We continue this time evolution until $\mathcal{O}_{y}$ is some non-local operator $\mathcal{O}_{y, P}$ living on $V_{P}$.

It is interesting that time evolution with the global Hamiltonian, along with local operators, can be used to probe the black hole interior. We should perhaps be unsurprised however, as the situation is analogous to the traversable wormhole [158]: in both cases we have a left and right CFT (or in our setting, BCFT), which we couple and then time evolve to find that information from behind the black hole horizon has emerged at the boundary. In the traversable wormhole the coupling is a double trace term which can be understood perturbatively, while in our setting the coupling is due to time evolution with the global Hamiltonian ${ }^{14}$

### 5.6 Discussion

The relationship between entanglement and geometry in AdS/CFT has lead to a number of insights into how gravitational physics can be recorded into quantum mechanical degrees of freedom. The $2 \rightarrow 2$ connected wedge theorem brings a new element to this connection in that it directly ties boundary entanglement to bulk light cones, rather than the minimal surfaces appearing in the Ryu-Takayanagi formula. The $1 \rightarrow 2$ theorem extends this to the context of spacetimes with ETW branes.

In this chapter we have proven the $1 \rightarrow 2$ connected wedge theorem. The theorem

[^68]is motivated by a quantum tasks argument, and proven using the focusing theorem. The tasks argument gives an operational reason why the theorem should be true: if the bulk scattering region is non-empty, the boundary CFT requires the decision region $\hat{\mathcal{V}}_{1}$ to know information stored on the brane. Otherwise, the CFT is unable to reproduce bulk physics. The focusing theorem based proof relies on the null membrane, a structure that allows comparison of the areas of brane-detached extremal surfaces and brane-attached surfaces. When the scattering region is non-empty, we showed there exists a null membrane that connects a brane-detached extremal surface to a brane-attached one with less area.

We discussed in detail one application of the $1 \rightarrow 2$ theorem to brane models of information escape from black holes and the formation of islands. In that context, the $1 \rightarrow 2$ theorem gives an alternative prescription for determining when an island forms based on light rays in the auxiliary geometry. Given the generality of the theorem however and the assortment of other applications such geometries have found recently, we may expect additional applications in the future.

Below we make a number of comments.

## Better bounds on mutual information

The key technical tool used here to complete the quantum tasks argument for the $1 \rightarrow 2$ connected wedge theorem was Lemma 4 , which gave a bound

$$
\frac{1}{2} I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right) \geq n\left(-\log 2^{h(2 \epsilon)} \beta\right)-1+O\left((\epsilon / \beta)^{n}\right)
$$

This bound was first shown in [154]. It is interesting to ask if this bound can be improved further. Supposing a fraction $1-\delta$ of the $\mathbf{M}$ tasks need to be completed successfully for the $\mathrm{M}^{\times n}$ task to be declared successful, it is straightforward to achieve

$$
\begin{equation*}
\frac{1}{2} I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right)=(1-\delta) n \tag{5.101}
\end{equation*}
$$

Thus, $(1-\delta) n$ is the best lower bound on the mutual information we can hope for. Given such a bound, and assuming we can take $\delta=O(1 / n)$, we could directly find that the boundary region $\hat{\mathcal{V}}_{1}$ approximately reconstructs $Q$ [159, 160]. With the existing bound, we
can instead only conclude $I\left(\hat{\mathcal{V}}_{1}: \bar{Q}\right)=O\left(1 / G_{N}\right)$, then use the Ryu-Takayanagi formula to conclude this means the entangling surface are brane-anchored, then use the understanding of entanglement wedge reconstruction to conclude this means $\hat{\mathcal{V}}_{1}$ reconstructs $Q$. Posthoc, we can interpret this as being due to $\hat{\mathcal{V}}_{1}$ needing $Q$ to undo $H^{q}$ and complete the task. The better bound presented above would more directly connect the task argument to bulk reconstruction.

## Relation to correlation functions

An un-explored question is the relationship between the quantum tasks considered here and features of CFT correlation functions. Recall from [82, 17, 161, 83] that when there is a bulk point $p$ with $c_{1}, c_{2} \prec p \prec r_{1}, r_{2}$ and $p$ is null separated from each of the four points, there is a perturbative singularity in four point functions $\left\langle\mathcal{O}\left(c_{1}\right) \mathcal{O}\left(c_{2}\right) \mathcal{O}\left(r_{1}\right) \mathcal{O}\left(r_{2}\right)\right\rangle$. The appearance of this point $p$ also signals the appearance of a scattering region, and so the $2 \rightarrow 2$ connected wedge theorem implies large mutual information between the decision regions.

The connected wedge theorem and the appearance of perturbative singularities are related by the bulk geometry - indeed the singularity in the four point function, via the bulk point, implies a large mutual information. In [78], the authors suggested that this should have a CFT explanation, but so far no explanation has been offered.

This question also has a natural analogue in the $1 \rightarrow 2$ connected wedge theorem. In particular it is plausible that the three point function $\left\langle\mathcal{O}\left(c_{1}\right) \psi\left(r_{1}\right) \psi\left(r_{2}\right)\right\rangle$, where $\psi$ is an edge operator, has a perturbative singularity when the three operator insertion points are null separated from a single point on the brane $\sqrt{[15}$ Comparing to the $1 \rightarrow 2$ theorem, these singularities would then imply the entanglement wedge of the decision region is connected to the brane. We will discuss this problem in great detail in the next chapter.


Figure 5.12: View of the boundary of Poincaré-AdS 2t1 . The edge is located at $x=0$. A region $\hat{\mathcal{V}}_{1}$ is specified, and we are interested in using the connected wedge theorem to determine if the entanglement wedge of $\hat{\mathcal{V}}_{1}$ is attached to the brane. The Fig. shows a choice of regions $\hat{\mathcal{R}}_{1}, \hat{\mathcal{R}}_{2}$ and $\hat{\mathcal{C}}_{1}$ which can be used in the theorem. Notice that the input region $\hat{\mathcal{C}}_{1}$ is taken to be a point $x_{1}$.

## $1 \rightarrow 2$ theorem in planar brane solutions

By using extended input and output regions, [154] applied the $2 \rightarrow 2$ connected wedge theorem non-trivially in Poincaré- $\mathrm{AdS}_{2+1}$. Here, we have mostly focused on a point based formulation, and on a class of global solutions with constant tension branes ending pure AdS. However we can also use extended input and output regions and apply the $1 \rightarrow 2$ theorem non-trivially in Poincaré-AdS ${ }_{2+1}$ with a brane.

Consider in particular the pure AdS solutions with planar branes discussed in $\$ 5.4$. The boundary is the half plane defined by $x<0$, and the brane sits at

$$
\begin{equation*}
x / z=\sin \Theta . \tag{5.102}
\end{equation*}
$$

Suppose we are given a region on the boundary $\hat{\mathcal{V}}_{1}$, and we would like to apply the $1 \rightarrow 2$ theorem to determine if its entanglement wedge is brane attached or detached. Call $x_{1}$ the earliest point on $\hat{\mathcal{V}}_{1}$, and $y_{1}$ the latest point on $\hat{\mathcal{V}}_{1}$ so that $\hat{\mathcal{V}}_{1}=\hat{J}^{+}\left(x_{1}\right) \cap \hat{J}^{-}\left(y_{1}\right)$. To apply the theorem non-trivially, choose

$$
\begin{align*}
\hat{\mathcal{C}}_{1} & =x_{1} \\
\hat{\mathcal{R}}_{1} & =D\left(\left(y_{1}, 0\right]\right) \\
\hat{\mathcal{R}}_{2} & =D\left(\left(-\infty, y_{1}\right)\right) \tag{5.103}
\end{align*}
$$

where by $D(\cdot)$ we mean the domain of dependence. This is shown in Fig. 5.12. Then the $1 \rightarrow 2$ connected wedge theorem applies non-trivially, and in fact in these solutions the entanglement scattering region will be non-empty exactly when the entanglement wedge of $\hat{\mathcal{V}}_{1}$ is connected.

[^69]
## Higher dimensions

The $1 \rightarrow 2$ connected wedge theorem is true for any asymptotically AdS spacetime where the bulk and brane matter satisfy the NEC. However, it is possible that in some spacetimes there will only be trivial configurations of the theorem, meaning that when the bulk scattering region is non-empty the decision region $\hat{\mathcal{V}}_{1}$ touches the brane, and so immediately has a connected entanglement wedge.

We have focused on the example of asymptotically global $\mathrm{AdS}_{2+1}$, and discussed Poincaré- $\mathrm{AdS}_{2+1}$ in the last section, where there are many non-trivial configurations. It would be interesting to better understand however when the theorem applies non-trivially in higher dimensions.

## Evaporating black holes

In $\$ 5.5$ we applied the connected wedge theorem to the static, two sided black hole model introduced in Chapter 4. While information does escape from this black hole, it is in thermal equilibrium with the radiation system and does not evaporate. The connected wedge theorem applies much more generally however, including to models of evaporating black holes, since the theorem is proven in the context of dynamical spacetimes. It would be interesting to do this explicitly, for example in the dynamical models we considered in the previous chapter.

### 5.7 Conclusion

In this chapter, we considered a scenario in which BCFT observers perform a distributed quantum computation using data about the boundary conditions. They can perform this in the BCFT with sufficient entanglement. Alternatively, if the BCFT is holographic, they can travel into the bulk. The feasibility of the bulk strategy requires that the appropriate entanglement wedge includes part of the ETW brane, consistent with entanglement wedge reconstruction. We proved this using both geometric techniques and arguments from quantum information theory. In the context of black holes and the models considered
in the previous chapter, we can run the theorem in reverse and arrive at a simple criterion for the recoverability of information from the black hole interior.

We briefly discussed the relation between the connected wedge theorem (in $2 \rightarrow 2$ and $1 \rightarrow 2$ forms) to CFT correlators. In field theory terms, the quantum task is really a correlator which encodes a "scattering problem", and the existence of bulk strategies should correspond to a singularity in the correlator. We will explore this problem in much greater detail in the next chapter, and use it to dramatically constrain the operator content of holographic BCFTs, along similar lines to Chapter 3 .

## Chapter 6

## Looking for a Bulk Brane

### 6.1 Introduction

Is every consistent theory of quantum gravity a string theory? There are many ways to attempt to ask this question or even just to define the terms. Since string theory involves non-perturbative higher-dimensional objects or branes, in the context of AdS/CFT one way of asking this question is to study whether, given a holographic conformal field theory (CFT), defect operators in the CFT are described by gravitational branes in the dual bulk. That is, does every holographic CFT have a well-behaved spectrum of branes? As a step in this general direction, in this chapter we ask if, given a holographic CFT, every conformal boundary condition is properly described by the bulk gravitational effective field theory, allowing for the addition of a semiclassical end-of-the-world (ETW) brane.

A closely related-but more concrete-ambition is to sharpen the holographic dictionary for boundary conformal field theories (BCFT). That is, given a holographic CFT, what additional assumptions-if any-must be made for an associated BCFT to be described by the bulk gravitational effective field theory (again allowing for the addition of semiclassical branes)? And can we explicitly write the mapping between solutions of the boundary bootstrap and semiclassical bulk+brane actions?

Sharpening the holographic dictionary for BCFTs is timely. Recent works [6, 140, $141,3,151,150,162,152,153,163,164]$ have employed a BCFT as a model of a lower-
dimensional gravitational system coupled to an auxiliary CFT. A BCFT is then a concrete and calculable model for studying Euclidean wormholes and islands. In these works, it has been assumed that the BCFT has a good holographic dual with an ETW brane. Furthermore, it has been suggested that one might be able to minimally UV-complete coarse-grained gravitational theories by adding ETW branes to the theory [165, 166]. But just how realistic or typical are well-behaved ETW branes in a theory of gravity?

A similar program for sharpening the duality between CFTs and bulk gravitational effective field theory was initiated in [17]. There, the conformal bootstrap was used to argue that any CFT such that

1. simple correlators factorize in a $1 / c$ expansion; and
2. the spectrum is gapped such that below some large $\Delta_{\text {gap }}$ the only operators are simple light operators and their multi-trace composites
is dual to a bulk theory of semiclassical Einstein gravity. A great deal of subsequent work on the holographic bootstrap has strengthened and refined this claim, for example [161, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176, 177]. In this chapter, we will initiate this program for BCFTs. The chapter is structured as follows:

- In the remainder of this introductory section, we preview our results, and give detailed background on the boundary bootstrap.
- To understand what a holographic BCFT looks like in terms of its spectrum of boundary operators, in $\S 6.2$ we examine the simplest possible model, namely empty AdS cut off by an ETW brane.
- We take the operator spectrum found in our simple model and explain its meaning in $\$ 6.3$ by studying the bulk causal structure and the Lorentzian continuation of BCFT two-point functions.
- We establish a general correspondence between the boundary operator spectrum and the bulk causal structure in $\$ 6.4$. This suggests that microscopic fine-tuning is required for a geometric brane, and leads to a conjecture of necessary and sufficient conditions for a holographic BCFT.
- Finally, we conclude with a discussion in $\$ 6.5$.


### 6.1.1 Preview of results

To begin the parallel program for BCFTs, we first note that the holographic CFT bootstrap typically begins with the assumption that the bootstrap can be studied in a $1 / c$ expansion about a universal mean field theory solution (MFT) determined by the CFT two-point function. For example, a scalar four-point function would have the schematic form

$$
\begin{equation*}
\langle\phi \phi \phi \phi\rangle=\sum\langle\phi \phi\rangle_{\text {univ }}^{2}+O\left(\frac{1}{c}\right) \tag{6.1}
\end{equation*}
$$

where $\langle\phi \phi\rangle_{\text {univ }}$ is the universal CFT two-point function.
In contrast to a CFT, the BCFT two-point function is not universal and kinematically behaves similarly to a CFT four-point function [57, 88, 84]. Moreover, unlike for the holographic CFT, there is no restriction from the BCFT or its gravitational dual that this twopoint function should be perturbatively close to a known universal solution like the MFT. Thus, before attempting to understand an analogous correspondence between bulk+brane interactions and perturbative solutions to the BCFT bootstrap, we must first understand the leading order, non-perturbative backreaction of the boundary on the bulk gravitational solution.

To understand what is special about the leading order solution for a BCFT with a simple bulk dual, we will argue that it is useful to rotate to Lorentzian signature, since the Lorentzian BCFT two-point function can probe the bulk causal structure. When the BCFT has a semiclassical gravitational dual, the bulk causal structure often implies the existence of new approximate singularities in the $\mathrm{BCFT}^{11}$ (see Fig. 6.1). Similar singularities for scattering at bulk points in a CFT have been noted before, and their CFT origins were discussed in detail in [83].2
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Figure 6.1: (a) A light ray leaving the boundary and returning to the boundary at a later time (in this example reflecting off an ETW brane). (b) The bulk causal structure then implies new 'bulk brane' singularities in the BCFT to the future of a BCFT operator. (c) The bulk brane singularities require a careful alignment of operator dimensions appearing on the boundary of the BCFT.

On the BCFT side, these new bulk singularities can only be obtained through the careful alignment of boundary operator dimensions over some large range of dimensions up to a "boundary gap" $\widehat{\Delta}_{\text {gap }}$. The careful alignment of these operators makes such a bulk causal structure fragile. We find no constraints from the CFT being holographic that fix these specific dimensions.

From the fragility of the bulk causal structure, we suggest that holographic boundary conditions are sparse in the space of all boundary conditions for a holographic CFT. On top of the assumptions already necessary for our CFT to be holographic, we must further make a new set of assumptions about the boundary condition itself. Namely, we would like to conjecture that a holographic CFT with a boundary condition whose

1. correlators factorize in an expansion about a (non-universal) free bulk solution; and
2. boundary operator spectrum is gapped such that below some large $\widehat{\Delta}_{\text {gap }}$ the only operators are simple light operators and their multi-trace composites;
is dual to a bulk theory of semiclassical gravity with the possible addition of an ETW brane with a local action. It is the first of these conditions that this chapter suggests is not generic
and must be assumed, although there are subtleties related to this point that appear when we study more complicated top-down constructions of holographic BCFTs. The second condition, and the necessity and sufficiency of these two conditions together, will not be addressed here.

### 6.1.2 Review of BCFT

Critical phenomena involving a boundary are described by boundary conformal field theories, which involve generalizations of the many familiar concepts and tools of conformal field theories. To arrive at a BCFT, one typically introduces a boundary to a known CFT (i.e. we have a finite slab of material). One may also introduce additional degrees of freedom living on the boundary, which can be coupled to the CFT degrees of freedom. A complete specification of the theory then involves imposing boundary conditions for the the bulk degrees of freedom, as well as dynamics for the boundary excitations. If this can be done in a manner that maximally preserves conformal invariance, or by flowing to a conformal fixed point, the resulting theory is a BCFT. For a given CFT, there may be many different possible choices of conformally-invariant boundary conditions (or conformal fixed points), each of which is described by a different BCFT.

## Symmetries

The most basic tool in studying a BCFT is conformal representation theory: the excitations of the theory organize themselves into representations of a reduced conformal symmetry group that is left unbroken by the new boundary. When the BCFT lives on the half-plane $\mathbb{R}^{d-1} \times \mathbb{R}_{+}$with a planar boundary, the unbroken symmetry is $\mathrm{SO}(d, 1) \subset \mathrm{SO}(d+1,1)$, which is the set of transformations that maps the half-plane back to itself. We will use coordinates on this space given by $x=\left(x_{0}, \vec{x}, x_{\perp}\right)$, where $x_{0}, \vec{x}$ are Euclidean coordinates parallel to the boundary and $x_{\perp}$ is our coordinate orthogonal to the planar boundary. We depict these coordinates in Fig. 6.2.


Figure 6.2: A BCFT on a half-plane $\mathbb{R}^{d-1} \times \mathbb{R}^{+}$. Here, $x_{0}$ and $\vec{x}$ are coordinates parallel to the boundary; $x_{\perp}$ is a coordinates perpendicular to the planar boundary, which sits at $x_{\perp}=0$.

## CFT Operators and Boundary Operators

Because a BCFT only modifies the CFT along the boundary, the spectrum of CFT operators and their algebra remains unchanged. Localized on the boundary, however, we have new boundary operators, $\hat{\mathcal{O}}_{I}$. These operators are organized into representations of $\mathrm{SO}(d, 1)$, which are partially labeled by a boundary conformal dimension $\hat{\Delta}_{I}$. The boundary conformal dimension is just the usual eigenvalue of the unbroken $d$-dimensional dilation operator (which dilates both along and away from a point on the boundary). As is familiar, any such representation has a primary and descendants and we use this structure to organize our description of the BCFT in much the same way as we do for CFTs.

## State-Boundary Operator Map

By the usual logic of the state-operator mapping, there is a one-to-one map between boundary operators of the BCFT and states of the theory quantized on a half-sphere $H \mathbb{S}^{d-1}$. This follows from the half-plane picture by using an infinite dilation to map back to a point on the boundary. Alongside the state-boundary operator map, we still also have the regular CFT state-operator map when we quantize the theory on a sphere $\mathbb{S}^{d-1}$ which does not intersect the boundary.

The state-boundary operator map allows us to write a boundary operator expansion
(BOE), whereby any CFT operator can be written as a sum over boundary operators

$$
\begin{equation*}
\mathcal{O}_{i}(x)=\frac{\mathcal{A}_{\mathcal{O}_{i}}}{\left(2 x_{\perp}\right)^{\Delta}}+\sum_{J} \frac{\mathcal{B}_{i J}}{\left(2 x_{\perp}\right)^{\Delta_{i}-\Delta_{J}}} \widehat{C}\left[x_{\perp}, \partial_{\vec{x}}\right] \widehat{\mathcal{O}}_{J}\left(x_{0}, \vec{x}\right), \tag{6.2}
\end{equation*}
$$

where the sum over $J$ is over boundary primary operators and the differential operator $\widehat{C}$ which contributes the contributions of descendants is fixed by conformal invariance. Likewise, the BCFT inherits the regular OPE from the CFT without a boundary:

$$
\begin{equation*}
\mathcal{O}_{i}(x) \mathcal{O}_{j}(y)=\sum_{k} \frac{\mathcal{C}_{i j}^{k}}{|x-y|^{\Delta_{i}+\Delta_{j}-\Delta_{k}}} C\left[x-y, \partial_{y}\right] \mathcal{O}_{k}(y) \tag{6.3}
\end{equation*}
$$

## Correlation Functions

Because of the reduced symmetry, BCFT correlation functions involving CFT operators away from the boundary are less constrained than those of a CFT without a boundary. A useful 'trick' for characterizing the kinematic constraints on a BCFT correlator is to view the correlator as doubled with operator insertions mirrored across the boundary (each copy carrying half the conformal weight of the original operator).

Following the logic of doubling, one can easily see that a scalar CFT operator has a one-point function that behaves kinematically like a CFT two-point function

$$
\begin{equation*}
\langle\mathcal{O}(x)\rangle=\frac{\mathcal{A}_{\mathcal{O}}}{\left(2 x_{\perp}\right)^{\Delta}} \tag{6.4}
\end{equation*}
$$

where the coefficient $A_{\mathcal{O}}$ which determines the size of the vacuum expectation value is a free parameter of the theory, unlike in a CFT, because we choose not to change the normalization of our CFT operators.

Likewise, the two-point function of scalar operators in a BCFT behaves much like a CFT four-point function and thus no longer fixed by conformal invariance. It can be written in terms of an undetermined function of a single conformally-invariant cross-ratio,

$$
\begin{equation*}
\langle\mathcal{O}(x) \mathcal{O}(y)\rangle=\frac{1}{\left|4 x_{\perp} y_{\perp}\right|^{\Delta}} \mathcal{G}(\xi) \tag{6.5}
\end{equation*}
$$

where the cross-ratio can be defined as

$$
\begin{equation*}
\xi=\frac{(x-y)^{2}}{4 x_{\perp} y_{\perp}}=\frac{\left(x_{0}-y_{0}\right)^{2}+(\vec{x}-\vec{y})^{2}+\left(x_{\perp}-y_{\perp}\right)^{2}}{4 x_{\perp} y_{\perp}} \tag{6.6}
\end{equation*}
$$

## Boundary Bootstrap

The function $\mathcal{G}(\xi)$ that appears in (6.5) must decompose into irreducible representations of the conformal symmetry. There are two ways to perform this decomposition. We can take the operators near to each other, $\xi \rightarrow 0$, and use the CFT OPE to fuse the two operators into a sum of bulk operators. We can then evaluate the sum over local operators in the BCFT. The result is an expansion in terms of bulk conformal blocks $g^{B}$ [181, 84, 88]:

$$
\begin{equation*}
\text { Bulk Channel : } \quad \mathcal{G}(\xi)=\sum_{i} a_{i} g_{\Delta_{i}}^{B}(\xi) \tag{6.7}
\end{equation*}
$$

where $i$ labels CFT bulk primaries and the coefficients $a_{i}$ are the product of the bulk OPE coefficient and one-point function coefficient of $\mathcal{O}_{i}$,

$$
\begin{equation*}
a_{i}=\mathcal{C}^{i} \mathcal{A}_{i} \tag{6.8}
\end{equation*}
$$

Alternatively, we can take the operators to the boundary, $\xi \rightarrow \infty$, and use the BOE to expand each operator as a sum of boundary operators. We then evaluate the two-point functions of the resulting summed boundary operators, which are fixed by conformal invariance. The result is an expansion in terms of boundary blocks $g^{b}$ [181, 84, 88]:

$$
\begin{equation*}
\text { Boundary Channel : } \quad \mathcal{G}(\xi)=\sum_{I} b_{I} g_{\widehat{\Delta}_{I}}^{b}(\xi) \tag{6.9}
\end{equation*}
$$

where $I$ labels boundary primary operators and $b_{I}$ is the square of their BOE coefficients

$$
\begin{equation*}
b_{I}=\mathcal{B}_{I}{ }^{2} . \tag{6.10}
\end{equation*}
$$

The equivalence of the expansions in terms of either the boundary conformal blocks or


Figure 6.3: Pictorial representation of 6.11. The thick line represents the boundary; thin lines represent fusion of external operators into bulk or boundary operators; dotted lines represent correlators.
bulk conformal blocks,

$$
\begin{equation*}
\sum_{\mathcal{O}^{\prime}} a_{i} g_{\Delta_{i}}^{B}(\xi)=\sum_{I} b_{I} g_{\widehat{\Delta}_{I}}^{b}(\xi), \tag{6.11}
\end{equation*}
$$

is a BCFT version of crossing symmetry and gives bootstrap equations that can be studied with analogous tools as in the CFT case [84, 181]. We depict the crossing symmetry visually in Fig. 6.3.

## Scalar Blocks

As shown in [88], the scalar conformal blocks, obtained by solving the Casimir equation for the full and reduced conformal symmetry, are

$$
\begin{align*}
& g_{\Delta}^{B}(\xi)=\xi^{\Delta / 2-\Delta_{\mathrm{ext}}}{ }_{2} F_{1}\left(\frac{\Delta}{2}, \frac{\Delta}{2} ; \Delta-\frac{d}{2}+1 ;-\xi\right)  \tag{6.12}\\
& g_{\widehat{\Delta}}^{b}(\xi)=\xi^{-\widehat{\Delta}}{ }_{2} F_{1}\left(\widehat{\Delta}, \widehat{\Delta}-\frac{d}{2} ; 2 \widehat{\Delta}+2-d ;-\xi^{-1}\right), \tag{6.13}
\end{align*}
$$

where $\Delta_{\text {ext }}$ is the dimension of the external operators.
There are branch point singularities in $\mathcal{G}(\xi)$ at $\xi \rightarrow 0, \infty$. As in [181], we take the branch cut to run from $(-\infty, 0)$, so that the Lorentzian continuation $\xi$ lives on the cut plane $\mathbb{C} \backslash(-\infty, 0)$.

## Radial Coordinates

We can also introduce radial coordinates [120, 182], which will simplify some of our expressions:

$$
\begin{equation*}
\xi=\frac{(1-\rho)^{2}}{4 \rho} . \tag{6.14}
\end{equation*}
$$

This takes the cut $\xi$-plane to the unit disk $|\rho|<1$, with $\xi \in(0, \infty)$ mapped to $\rho \in(0,1)$. The boundary block is then

$$
\begin{align*}
g_{\widehat{\Delta}}^{b}(\rho) & =\left[\frac{4 \rho}{(1-\rho)^{2}}\right]^{\widehat{\Delta}}{ }_{2} F_{1}\left(\widehat{\Delta}, \widehat{\Delta}-\frac{d}{2}+1 ; 2 \widehat{\Delta}+2-d ; \frac{-4 \rho}{(1-\rho)^{2}}\right)  \tag{6.15}\\
& =(4 \rho)^{\widehat{\Delta}}{ }_{2} F_{1}\left(\widehat{\Delta}, \frac{d-1}{2} ; \widehat{\Delta}-\frac{d}{2}+\frac{3}{2} ; \rho^{2}\right), \tag{6.16}
\end{align*}
$$

where on the second line, we used a quadratic transformation.

## Holographic BCFT

In [91, 59] (following [183, 90]) it was proposed that the holographic dual of a BCFT should be a bulk geometry, $\mathcal{M}$, terminated by an ETW brane, $\mathcal{B}$, that acts as an additional infrared boundary for the gravitational theory. The new boundary $\mathcal{B}$ meets the standard asymptotically AdS boundary at the location of the BCFT boundary (see Fig. 6.4). The gravitational sector of the bulk+brane theory is proposed to have an action that now includes a standard Gibbons-Hawking boundary term on the brane

$$
\begin{equation*}
S_{G}=\frac{1}{16 \pi G_{N}} \int_{\mathcal{M}} \mathrm{d}^{d+1} x \sqrt{|g|}(R-2 \Lambda)+\frac{1}{8 \pi G_{N}} \int_{\mathcal{B}} \mathrm{d}^{d} y \sqrt{|h|}(K-T), \tag{6.17}
\end{equation*}
$$

where $h$ is the induced metric on the brane, $K$ is the trace of the extrinsic curvature, and $T$ is the tension of the ETW brane. One also expects the same bulk AdS matter action as the original CFT without a boundary as well a new matter action living on the ETW brane:

$$
\begin{equation*}
S=S_{G}+\int_{M} \mathcal{S}_{\mathrm{AdS}}^{m}+\int_{B} \mathcal{S}_{\mathrm{ETW}}^{m} \tag{6.18}
\end{equation*}
$$

The residual $\mathrm{SO}(d, 1)$ symmetry of the BCFT fixes the bulk geometry to take the highly-constrained form

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} r^{2}+e^{2 A(r)} \mathrm{d} s_{\mathrm{AdS}_{d}}^{2}, \tag{6.19}
\end{equation*}
$$

where a lower-dimensional $\mathrm{AdS}_{d}$ is warped over a radial direction with some warp factor $A(r)$. The warp factor is determined by whatever vacuum expectation values are sourced by the ETW matter action $\mathcal{S}_{\text {ETW }}^{m}$, but must asymptotically approach that of empty $\operatorname{AdS}_{d+1}$ where $A(r)=\ln \cosh (r)$ as $r \rightarrow-\infty$. (We will work in coordinates where the $\operatorname{AdS}$ radius $L=1$.) The ETW brane will sit on some constant radial slice $r=r_{0}$, fixed by the combination of the tension $T$ and the particular warp factor $A(r)$.

## Holographic BCFT Dictionary

Here we review the holographic dictionary for a scalar bulk field in a BCFT. We explain how to construct bulk operators in bottom-up models and how to extract their corresponding boundary operator expansion data. We follow closely the treatment in [184], although we will use slightly different conventions.

Consider a bulk scalar field operator $\phi(\vec{y}, u, r)$ of mass $M$. By the standard AdS/CFT dictionary, this field is dual to a CFT operator $\mathcal{O}_{\Delta}$ of dimension

$$
\begin{equation*}
\Delta=\frac{1}{2}\left(d+\sqrt{d^{2}+4 M^{2}}\right) . \tag{6.20}
\end{equation*}
$$

At leading order, the bulk field satisfies the free wave equation on the warped background

$$
\begin{equation*}
\left(\square_{\mathcal{M}}-M^{2}\right) \phi=0 . \tag{6.21}
\end{equation*}
$$

We can write a solution of this wave equation in the form

$$
\begin{equation*}
\sum_{n} \bar{\psi}_{n}(r) \hat{\phi}_{n}(\vec{y}, w) \tag{6.22}
\end{equation*}
$$

where the $\hat{\phi}_{n}$ are fields of mass $m_{n}$ satisfying the Klein-Gordon equation $\square_{d} \hat{\phi}_{n}=m_{n}^{2} \hat{\phi}_{n}$ in $\mathrm{AdS}_{d}$. Substituting the mode expansion into (6.21) we find that the radial modes $\bar{\psi}_{n}(r)$
must solve

$$
\begin{equation*}
\bar{\psi}_{n}^{\prime \prime}(r)+d A^{\prime}(r) \bar{\psi}_{n}^{\prime}(r)+e^{-2 A(r)} m_{n}^{2} \bar{\psi}_{n}(r)-M^{2} \bar{\psi}_{n}(r)=0 . \tag{6.23}
\end{equation*}
$$

To completely determine the mode expansion, we must also specify a complete set of boundary conditions. As we are looking for the bulk operator, we require that our solution be normalizable as we approach the AdS boundary, in other words

$$
\begin{equation*}
\bar{\psi}_{n}(r) \underset{r \rightarrow \infty}{=} e^{-r \Delta}(1+\ldots) \tag{6.24}
\end{equation*}
$$

and furthermore choose that the leading term is unit normalized.
A second boundary condition is specified on the bulk brane, where the specific condition is determined by the terms appearing in the brane action. Together, these two boundary conditions determine the correct modes $\psi_{n}$ and eigenvalues $m_{n}$, giving the bulk scalar operator

$$
\begin{equation*}
\phi(\vec{y}, u, r)=\sum_{n} \psi_{n}(r) \hat{\phi}_{n}(\vec{y}, w) . \tag{6.25}
\end{equation*}
$$

The last step in writing down (6.25) is to fix the correct rescaling of the mode functions $\psi_{n}=c_{n} \bar{\psi}_{n}$. The rescaling is determined by enforcing the canonical commutation relations for the bulk field. Note that with this proper normalization in place, the mode functions have the asymptotic form $\psi_{n}(r)=c_{n} e^{-r \Delta}+\ldots$.

To determine the $c_{n}$ we require that the operators $\phi$ and $\hat{\phi}_{n}$ satisfy the equal time canonical commutation relations

$$
\begin{align*}
{\left[\phi\left(t, \vec{v}_{1}, u_{1}, r_{1}\right), \pi\left(t, \vec{v}_{2}, u_{2}, r_{2}\right)\right] } & =i \delta^{d+1}\left(\vec{v}_{1}-\vec{v}_{2}, u_{1}-u_{2}, r_{1}-r_{2}\right),  \tag{6.26}\\
{\left[\phi_{n}\left(t, \vec{v}_{1}, u_{1}\right), \pi_{m}\left(t, \vec{v}_{2}, u_{2}\right)\right] } & =i \delta^{d}\left(\vec{v}_{1}-\vec{v}_{2}, u_{1}-u_{2}\right) \delta_{m, n}, \tag{6.27}
\end{align*}
$$

where $\vec{y}=(t, \vec{v})$ and where $\pi \equiv-\sqrt{-g} g^{t t} \partial_{t} \phi$ and $\pi_{n} \equiv-\sqrt{-\tilde{g}} \tilde{g}^{t t} \partial_{t} \phi_{n}$ are the canonically conjugate fields to $\phi$ and $\pi_{n}$, with $\tilde{g}$ the induced metric on the $\operatorname{AdS}_{d}$ slices of fixed $r$. This gives

$$
\begin{equation*}
\int_{r_{0}}^{\infty} \mathrm{d} r \cosh ^{d-2}(r) \psi_{n}(r) \psi_{m}(r)=\frac{1}{c_{n}^{2}} \delta_{n m}, \tag{6.28}
\end{equation*}
$$

which we can evaluate to obtain $c_{n}$.
Having derived the bulk scalar operator, we can now take the boundary limit to obtain the dual CFT operator. The mode expansion in terms of the $\mathrm{AdS}_{d}$ operators directly gives the dual boundary operator expansion [184]. However, it is even cleaner to relate the bulk modes to boundary operators by considering the bulk and boundary two-point functions, which we will do in the following.

Consider the bulk two-point function in our mode expansion:

$$
\begin{align*}
\left\langle\phi\left(\mathbf{x}_{1}\right) \phi\left(\mathbf{x}_{2}\right)\right\rangle & =\sum_{n, m} \psi_{n}\left(r_{1}\right) \psi_{m}\left(r_{2}\right)\left\langle\hat{\phi}_{n}\left(x_{1}, u_{1}\right) \hat{\phi}_{n}\left(x_{2}, u_{2}\right)\right\rangle  \tag{6.29}\\
& =\sum_{n, m} \psi_{n}\left(r_{1}\right) \psi_{m}\left(r_{2}\right) G_{\Delta_{n}}^{\left(\operatorname{AdS}_{d}\right)}\left(x_{1}, u_{1} ; x_{2}, u_{2}\right) \tag{6.30}
\end{align*}
$$

Using the known form of the $\mathrm{AdS}_{d}$ two-point function (see e.g. [185]),

$$
\begin{equation*}
G_{\Delta}^{\left(\mathrm{AdS}_{d}\right)}(\xi)=\mathcal{C}_{\Delta, d-1} 2^{-2 \Delta} \xi^{-\Delta}{ }_{2} F_{1}\left(\Delta, \Delta-\frac{d}{2}+1,2 \Delta-d+2,-\frac{1}{\xi}\right) \tag{6.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{\Delta, d-1}=\frac{\Gamma(\Delta)}{2 \pi^{\frac{d-1}{2}} \Gamma(\Delta-d / 2+3 / 2)}, \tag{6.32}
\end{equation*}
$$

one can compute the CFT two-point function in the standard way:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle=\lim _{r_{1}, r_{2} \rightarrow \infty} \cosh ^{2 \Delta}(r) \frac{1}{\mathcal{C}_{\Delta, d}}\left\langle\phi\left(X_{1}\right) \phi\left(X_{2}\right)\right\rangle \tag{6.33}
\end{equation*}
$$

Because the $\mathrm{AdS}_{d}$ bulk-to-bulk propagator (6.31) and boundary conformal block (6.13) are identical (up to a constant), we immediately find

$$
\begin{equation*}
\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle=\frac{1}{\mathcal{C}_{\Delta, d}} \sum_{n}\left(\lim _{r_{1}, r_{2} \rightarrow \infty} \cosh ^{2 \Delta}(r) \psi_{n}\left(r_{1}\right) \psi_{n}\left(r_{2}\right)\right) \mathcal{C}_{\Delta_{n}, d-1} 2^{-2 \Delta} g_{\Delta_{n}}^{b}(\xi) \tag{6.34}
\end{equation*}
$$

which we can rewrite as

$$
\begin{equation*}
\left\langle\mathcal{O}_{1} \mathcal{O}_{2}\right\rangle=\frac{1}{\mathcal{C}_{\Delta, d}} \sum_{n} c_{n}^{2} \mathcal{C}_{\Delta_{n}, d-1} 2^{-2 \Delta_{n}} g_{\Delta_{n}}^{b}(\xi) \tag{6.35}
\end{equation*}
$$

From comparing this expression to (6.9), we conclude two things:

1. The spectrum of boundary operators appearing in the BOE of $\mathcal{O}_{\Delta}$ is given by

$$
\begin{equation*}
\left\{\Delta_{n}=\frac{1}{2}\left(d-1-\sqrt{(d-1)^{2}+4 m_{n}^{2}}\right)\right\} \tag{6.36}
\end{equation*}
$$

2. The BOE coefficients are given by

$$
\begin{equation*}
\mathcal{B}_{n}=\frac{1}{2^{\Delta_{n}}} \sqrt{\frac{\mathcal{C}_{\Delta_{n}, d-1}}{\mathcal{C}_{\Delta, d}}} c_{n} \tag{6.37}
\end{equation*}
$$

### 6.2 Simplest bulk model

To understand the leading-order free two-point function in a holographic theory, we begin by studying the simplest possible bottom-up model: empty AdS terminated by an ETW brane. In our radial coordinates (6.19), the $\mathrm{AdS}_{d}$ foliation of $\mathrm{AdS}_{d+1}$ takes the form

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} r^{2}+\cosh ^{2}(r)\left(\frac{\mathrm{d} \vec{y}^{2}+\mathrm{d} u^{2}}{u^{2}}\right) \tag{6.38}
\end{equation*}
$$

The location of the brane is given by some $r=r_{0}$, determined by the tension. See Fig. 6.4, It will also sometimes be useful to change to an 'angular' coordinate using $\tanh (-r)=$ $\cos (\varphi)$ so that

$$
\begin{equation*}
\mathrm{d} s^{2}=\csc ^{2} \varphi\left[\mathrm{~d} \varphi^{2}+\left(\frac{\mathrm{d} \vec{y}^{2}+\mathrm{d} u^{2}}{u^{2}}\right)\right] \tag{6.39}
\end{equation*}
$$

simplifying the conformal structure of the metric.
We consider a free scalar field, $\phi$, whose dual CFT operator has dimension $\Delta$. We will need to impose boundary conditions at the location of the brane. As a simple choice, we choose Neumann boundary conditions on the field, $\partial_{r} \phi\left(r_{0}\right)=0$, although the qualitative features of our results will not depend on this specific choice. Using the mode expansion explained in $\$ 6.1 .2$,

$$
\begin{equation*}
\phi(\vec{y}, u, r)=\sum_{n} c_{n} \bar{\psi}_{n}(r) \hat{\phi}_{n}(\vec{y}, u) \tag{6.40}
\end{equation*}
$$

## AdS



Figure 6.4: Our simple model in which the bulk is locally $\operatorname{AdS}_{d+1}$, but is terminated by an ETW brane. We depict here the $\operatorname{AdS}_{d}$ foliation of $\operatorname{AdS}_{d+1}$.
we find the two independent radial solutions of the EOM to be

$$
\begin{align*}
& \psi_{n(1)}(r)=\sin ^{d / 2}(\varphi) P_{\nu}^{\mu}(\cos \varphi),  \tag{6.41}\\
& \psi_{n(2)}(r)=\sin ^{d / 2}(\varphi)\left(\frac{1-\cos \varphi}{1+\cos \varphi}\right)^{\frac{\mu}{2}}{ }_{2} F_{1}\left(\nu+1,-\nu, \mu+1, \frac{1-\cos \varphi}{2}\right), \tag{6.42}
\end{align*}
$$

where we have chosen to use our angular coordinate $\varphi$, while $\nu$ and $\mu$ are

$$
\begin{align*}
\nu & =\Delta_{n}-\frac{d}{2}  \tag{6.43}\\
\mu & =\Delta-\frac{d}{2} \tag{6.44}
\end{align*}
$$

The asymptotic behaviour of these solutions as $r \rightarrow \infty$ is

$$
\begin{equation*}
\psi_{n(1)} \sim e^{-r(d-\Delta)}, \quad \psi_{n(2)} \sim e^{-r \Delta} \tag{6.45}
\end{equation*}
$$

which is what we expect from the non-normalizable and normalizable solutions of the wave equation, respectively.

Taking into account our boundary condition on the brane, only the modes $\psi_{n(1)}$ which satisfy $\psi_{n(1)}^{\prime}\left(r_{0}\right)=0$ are admissible. Since each radial function $\psi_{n(1)}(r)$ is related to a corresponding co-dimension 1 field $\phi_{n}(\vec{y}, w)$, with a dimension $\Delta_{n}$ given by 6.36), we expect that the condition $\psi_{n(1)}^{\prime}\left(r_{0}\right)=0$ will restrict the spectrum of $\Delta_{n}$ to take on only a
discrete set of values.
In the limit of large $\Delta_{n}$, we can explicitly solve the equation $\psi_{n(1)}^{\prime}\left(r_{0}\right)=0$ for $\Delta_{n}$ to obtain

$$
\begin{equation*}
\Delta_{n}=\frac{d-1}{2}+\frac{\left(n+\frac{1}{2}\left(\Delta-\frac{d}{2}\right)+\frac{1}{4}\right) \pi}{\arccos \left(\tanh \left(r_{0}\right)\right)}, \quad n \in \mathbb{Z} \quad\left(\operatorname{large} \Delta_{n}\right) \tag{6.46}
\end{equation*}
$$

In our angular coordinates, where the brane sits at $\varphi_{0}$, this simplifies to

$$
\begin{equation*}
\Delta_{n}=\frac{d-1}{2}+\frac{\left(n+\frac{1}{2}\left(\Delta-\frac{d}{2}\right)+\frac{1}{4}\right) \pi}{\varphi_{0}}, \quad n \in \mathbb{Z} \tag{6.47}
\end{equation*}
$$

Note that, in $d=2$, the position $r_{0}$ of the brane is understood to be related to the defect entropy $g$ of the CFT by [59]

$$
\begin{equation*}
g=\frac{r_{0}}{4 G}, \tag{6.48}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\Delta_{n}^{d=2}=\frac{1}{2}+\frac{\left(n+\frac{\Delta}{2}-\frac{1}{4}\right) \pi}{\arccos (\tanh (2 G g))}, \quad n \in \mathbb{Z} \tag{6.49}
\end{equation*}
$$

Using (6.50) and the explicit expressions for $\psi_{n}(r)$ in Eq. (6.42), we can solve for $c_{n}$ in the asymptotic limit of large $n$, which is the same limit in which we evaluated the scaling dimensions $\Delta_{n}$ of the operators $\phi_{n}$. This gives the expression

$$
\begin{equation*}
c_{n} \approx \frac{\pi^{1 / 4} \sqrt{(1+\mu)}}{2} \sqrt{\frac{\Gamma(\mu+1 / 2)}{\Gamma(\mu+2) \Gamma(2 \mu+1)}}\left(\frac{2}{\arccos \left(\tanh r_{0}\right)}\right)^{\mu+1}\left(\frac{\pi}{4}(4 n+2 \mu+1)\right)^{\mu+1 / 2}, \tag{6.50}
\end{equation*}
$$

with $\mu=\Delta-d / 2$, as before.
From Eq. 6.37), we can then compute the the BOE coefficients by plugging in the above $c_{n}$ into the expression

$$
\begin{equation*}
\mathcal{B}_{n}=\frac{1}{2^{\Delta_{n}}} \sqrt{\frac{\mathcal{C}_{\Delta_{n}, d-1}}{\mathcal{C}_{\Delta, d}}} c_{n} \tag{6.51}
\end{equation*}
$$

In the large $n$ limit, we can write this as

$$
\begin{equation*}
\mathcal{B}_{n}=2^{-\frac{n}{\varphi_{0}}} n^{\Delta-\frac{d+1}{4}} B+\ldots \tag{6.52}
\end{equation*}
$$

with $B$ a constant independent of $n$ :

$$
\begin{equation*}
B=e^{\frac{3}{4}-\frac{d}{4}} \pi^{-\frac{d}{4}+\Delta+\frac{1}{2}} 2^{\frac{\pi(d-2 \Delta-1)}{4 \varphi}-\frac{d-1}{2}} \varphi^{\frac{d-1}{4}-\Delta}[\Gamma(\Delta) \Gamma(-d / 2+\Delta+1)]^{-1 / 2} . \tag{6.53}
\end{equation*}
$$

We conclude from this simple model that the information about the bulk geometry, namely-given our restricted assumptions-the location of ETW brane at $\varphi_{0}$, appears in two places:

1. The asymptotic spacing $\gamma=\lim _{n \rightarrow \infty} \Delta_{n+1}-\Delta_{n}=\frac{\pi}{\varphi_{0}}$ of boundary operator dimensions.
2. The asymptotic growth of the BOE coefficients $\mathcal{B}_{n} \sim \exp \left(\frac{n}{\varphi_{0}} \ln 2\right)$.

What is not yet clear is why the information about the brane is encoded in this particular way and how it generalizes to a lesson about all BCFTs with good bulk duals. To make this next step, we must turn to the Lorentzian structure of two-point functions in a (holographic) BCFT.

### 6.3 Lorentzian BCFT singularities

In this section, we will consider the singularities associated with a scalar two-point function in a Lorentzian BCFT. We start by discussing the field theory setup and the expected structure of kinematic singularities. For BCFTs with a simple holographic dual, we consider the apparent singularities that arise from the bulk causal structure. In particular, we consider the bulk null rays that are reflected off the brane, and compute the cross-ratio of the return locus for these rays.

### 6.3.1 BCFT singularities in general dimension

In Euclidean signature, a CFT correlator has singularities whenever two operators become coincident (and is analytic otherwise). Similarly, a Euclidean BCFT correlation function will have singularities only when operators approach each other, or when they approach the boundary. (We can think of this as an operator approaching their mirrored double across the boundary.)

In terms of a scalar BCFT two-point function, and our cross ratio $\xi$ defined in (6.6), the singularity when the two operators approach each other corresponds to the limit $\xi \rightarrow 0$. In this limit, the correlator will diverge like

$$
\begin{equation*}
\langle\mathcal{O}(x) \mathcal{O}(y)\rangle=\frac{1}{|x-y|^{2 \Delta}}+\ldots \tag{6.54}
\end{equation*}
$$

or, correspondingly, $\mathcal{G}(\xi) \sim \xi^{-\Delta}$. When the operators approach the boundary, in the limit $\xi \rightarrow \infty$, the correlator diverges like

$$
\begin{equation*}
\langle\mathcal{O}(x) \mathcal{O}(y)\rangle=\frac{\mathcal{A}^{2}}{\left|4 x_{\perp} y_{\perp}\right|^{\Delta}}+\ldots \tag{6.55}
\end{equation*}
$$

or, correspondingly, $\mathcal{G}(\xi) \sim \mathcal{A}^{2}$. Unlike the CFT case, there is no third Euclidean singularity, which could be thought to correspond to the operator $\mathcal{O}(y)$ approaching the mirror of $\mathcal{O}(x)$.

In Lorentzian signature, we similarly expect a singularity when $\mathcal{O}(y)$ approaches the lightcone of $\mathcal{O}(x)$ at the cross-ratio $\xi=0$. We can also continue the Lorentzian two-point function around the branch point at $\xi=0$ to the timelike region $\xi<0$. Here there is another possible singularity where the $\mathcal{O}(y)$ approaches the reflection of the lightcone of $\mathcal{O}(x)$ off the boundary at $\xi=-1$. This is known as the Regge Limit of the BCFT [181] and it has been shown that the BCFT diverges here at worst as $\mathcal{G}(\xi) \sim(\xi+1)^{-\Delta}$. This is exactly the singularity one would expect from approaching the lightcone of the 'mirror' of $\mathcal{O}(x)$. We depict the Lorentzian causal structure and the corresponding cross-ratios in Fig. 6.5.

When we change to radial coordinates, placing $\mathcal{O}(y)$ in the timelike region to the future


Figure 6.5: We depict various regions of the Lorentzian interval for a BCFT in terms of various cross-ratios. Importantly we note that the causal diamond bounded by the lightcone of the operator $\mathcal{O}(x)$ and its reflection off the boundary is described by the radial cross-ratio $\rho$ living on the unit circle. It interpolates between the initial lightcone at $\rho=e^{i 0}$ and the reflected ligthcone at $\rho=e^{i \pi}$.
of $\mathcal{O}(x)$, but before the reflected lightcone, corresponds to $\rho=e^{i \varphi}$ for $\varphi \in[0, \pi]$. At one end $\rho=1(\varphi=0)$ is the lightcone of $\mathcal{O}(x)$ at $\xi=0$ and at the other end $\rho=-1(\varphi=\pi)$ is the reflected lightcone of $\mathcal{O}(x)$ at $\xi=-1$. We also indicate the $\rho$-regions in Fig. 6.5.

It has been argued that a CFT correlation function should only have singularities at points corresponding to Landau diagrams [83] where null particles interact at local vertices. By the same logic, we expect the only singularities of a BCFT two-point function to be that on the lightcone and its reflection. We do not not attempt to prove this statement in general, but we can follow [83], and show that it holds in a 2D BCFT.

### 6.3.2 BCFT singularities in 2D

Consider insertions $z_{i}$ on the (Euclidean) upper-half plane, with distances $z_{i j}$ and $z_{i \bar{j}}$ defined as usual. We will be interested in the correlator $\left\langle\mathcal{O}\left(z_{1}\right) \mathcal{O}\left(z_{2}\right)\right\rangle$ and its Lorentzian continuation.

## OPE expansion

The OPE expansion of our BCFT two-point correlator is just a sum over holomorphic Virasoro conformal blocks. In the bulk CFT channel $\xi \rightarrow 0$, we have

$$
\begin{equation*}
\mathcal{F}(\eta):=\left\langle\mathcal{O}\left(z_{1}\right) \mathcal{O}\left(z_{2}\right)\right\rangle=\sum_{h} C_{\mathcal{O O} h} A_{h} \mathcal{V}_{h}(1-\eta) \tag{6.56}
\end{equation*}
$$

where $C_{\mathcal{O O} h}$ are bulk CFT OPE coefficients, $B_{h}$ is the one-point function associated with the primary $h$, and $\xi=(1-\eta) / \eta$. In the boundary channel $\eta \rightarrow 0(\xi \rightarrow \infty)$, we have

$$
\begin{equation*}
\mathcal{F}(\eta)=\sum_{\hat{h}}\left|B_{\mathcal{O} \hat{h}}\right|^{2} \mathcal{V}_{\hat{h}}(\eta) \tag{6.57}
\end{equation*}
$$

where $B_{\text {Oh }}$ is a boundary OPE coefficient. It is possible to expand Virasoro blocks as [119]

$$
\begin{equation*}
\mathcal{V}_{h}(\eta)=(16 q)^{h-(c-1) / 24}[\eta(1-\eta)]^{(c-1) / 24-2 h} \theta_{3}(q)^{(c-1) / 2-16 h} H(h, q) \tag{6.58}
\end{equation*}
$$

where $H(h, q)$ is a power series in $q$ which can be determined recursively, $\theta_{3}$ is a Jacobi theta function, and $q$ is the elliptic nome defined by

$$
\begin{equation*}
q=e^{i \pi \tau(\eta)}, \quad \tau=i \frac{K(1-\eta)}{K(\eta)}, \quad K(\eta)=\frac{1}{2} \int_{0}^{1} \frac{d t}{\sqrt{t(1-t)(1-\eta t)}} \tag{6.59}
\end{equation*}
$$

This can be inverted to give $\eta=\left[\theta_{2}(q) / \theta_{3}(q)\right]^{4}$.

## The pillow geometry

The parameter $\tau$ appearing in $q$ is the modulus of a torus which covers the Riemann sphere twice. We will proceed with this construction, using Cardy's doubling trick to suppose we have a whole plane to play around with. We will pick a torus $T^{2}$ which branches at $0, \eta, 1, \infty$, a Riemann surface described by the following equation:

$$
\begin{equation*}
y^{2}=x(x-\eta)(x-1) \tag{6.60}
\end{equation*}
$$



Figure 6.6: The $\mathbb{Z}_{2}$ quotient of the torus leads to a double-cover of the sphere which is flat except for conical defects at the corners, with uniformizing coordinates $u$ as indicated. The $A$ and $B$ cycles of the torus can be associated with bulk and boundary OPE channels in the (B)CFT, with insertions at the corners.
where $x, y \in \hat{\mathbb{C}}$ are points on the Riemann sphere. This is the Weierstrass cubic associated with the lattice $\Lambda=\langle 1, \tau\rangle$ which quotients the complex plane to give the torus. This provides a double cover of the sphere since the defining equation is invariant under $y \mapsto$ $-y$, and the fixed points of this map are precisely the branch points. The pillow has the topology of a sphere, and is flat, except for conical defects at these branch points, as depicted in Fig. 6.6.

The fundamental domain of the torus is oblique for general $\tau$, but we can transform it into a rectangle using a uniformizing coordinate $u$ defined by

$$
\begin{equation*}
\mathrm{d} u=\frac{L}{\theta_{3}(q)^{2}} \frac{\mathrm{~d} x}{y} . \tag{6.61}
\end{equation*}
$$

This has width $2 \pi L$, as one can check by performing the $x$ integral. The $\mathbb{Z}_{2}$ action $y \mapsto-y$ becomes $u \mapsto-u$. In the $u$ coordinates, the defects have coordinates

$$
\begin{equation*}
u(x=0)=0, \quad u(x=\eta)=\pi, \quad u(x=1)=\pi(\tau+1), \quad u(x=\infty)=\pi \tau \tag{6.62}
\end{equation*}
$$

We can cut the pillow in half in two ways: the horizontal $A$ cycle and the vertical $B$ cycle, which separate the corners into pairs, also shown in 6.6 .

## Evaluating the correlator

We now consider how to implement this in the BCFT. In the BCFT, $\eta=z_{12} z_{34} / z_{13} z_{24}$. Thus, our insertions and their mirror images have the following identification on the pillow in $u$ coordinates:

$$
\begin{equation*}
z_{1} \mapsto 0, \quad z_{\overline{1}} \mapsto u=\pi, \quad z_{2}=\pi \tau, \quad z_{\overline{2}}=\pi(\tau+1) \tag{6.63}
\end{equation*}
$$

Thus, the boundary lies on the $B$ cycle, and we should quantize on the $A$ cycle. If we normalize this cycle to have length $2 \pi$ (or $\pi$ in the halved geometry), then the relevant Hamiltonian is just the dilatation operator in radial quantization (now on a half-cylinder), $H=L_{0}-c / 24$.

We evolve upwards by $\pi \tau$, i.e., with Euclidean time evolution operator

$$
\begin{equation*}
e^{i \pi \tau\left(L_{0}-c / 24\right)}=q^{L_{0}-c / 24} \tag{6.64}
\end{equation*}
$$

The change to $u$ coordinates is a Weyl rescaling, leading to an anomalous contribution to the correlator. Performing this change and regularizing as in [83], we obtain

$$
\begin{align*}
\mathcal{F}(\eta) & =\Lambda(\eta) g(q)  \tag{6.65}\\
g(q) & =\langle\mathcal{O}(u=0) \mathcal{O}(u=\pi \tau)\rangle_{\text {pillow }}  \tag{6.66}\\
\Lambda(\eta) & =\theta_{3}(q)^{c / 2-16 h}[\eta(1-\eta)]^{c / 24-2 h} \tag{6.67}
\end{align*}
$$

We can think of the pillow two-point function $g(q)$ as an expectation value

$$
\begin{equation*}
g(q)=\langle\psi| q^{L_{0}-c / 24}|\psi\rangle, \quad|\psi\rangle=\mathcal{O}(0)|0\rangle \tag{6.68}
\end{equation*}
$$

where due to our choice of quantization, $\langle\psi|=\langle 0| \mathcal{O}(\pi \tau)$. To be clear, here $|0\rangle$ is the vacuum state on the half-cylinder. In the boundary channel, factoring out the $\Lambda$ prefactor also gives

$$
\begin{equation*}
g(q)=\sum_{\hat{h}}\left|B_{\mathcal{O} \hat{h}}\right|^{2} \tilde{\mathcal{V}}_{\hat{h}}(q), \quad \tilde{\mathcal{V}}_{\hat{h}}(q)=\Lambda(\eta)^{-1} \mathcal{V}_{\hat{h}}(\eta) \tag{6.69}
\end{equation*}
$$

We can split the block into descendants:

$$
\begin{equation*}
\tilde{\mathcal{V}}_{\hat{h}}(q)=\sum_{n \geq 0} a_{n} q^{n+\hat{h}-c / 24} \tag{6.70}
\end{equation*}
$$

In a unitary BCFT, the $a_{n} \geq 0$, since otherwise we can construct a linear combination of descendants with negative norm.

The bulk channel is naturally interpreted as quantizing on the $B$ cycle:

$$
\begin{equation*}
g(q)=\left\langle\psi^{\prime}\right| \bar{q}^{L_{0}-c / 24}|B\rangle \tag{6.71}
\end{equation*}
$$

where $\left|\psi^{\prime}\right\rangle=\mathcal{O}(\pi \tau) \mathcal{O}(0)|0\rangle,|0\rangle$ now the vacuum state for the full cylinder, and $\bar{q}=e^{-\pi i / \tau}$ is the $S$-transformed modular parameter. Performing the bulk OPE expansion of our two operators, we end up with precisely the sum of bulk Virasoro primaries weighted by OPE coefficients and one-point functions given above.

## Seeking Lorentzian singularities

Mapping the unit disk $|\rho| \leq 1$ to the $q$ variable leads a region sitting inside the unit disk of $q$, and hitting the boundary at $q= \pm 1$, which corresponds to $\rho= \pm 1$, and hence $\eta=1,-\infty$, or $\xi=0,-\infty$ in our preferred cross-ratio. Note that $g(q)$ is finite inside the unit disk, since it is given by an expansion in powers of $q$ with positive, bounded coefficients. We depict this in Fig. 6.7 (left) below.

We would like to use the behaviour of $g(q)$ to deduce that the only Lorentzian singularities are the light-cone singularities. Let us define

$$
\begin{equation*}
\log q\left[\xi=-\cos ^{2}\left(\frac{\phi}{2}\right)\right]=-\sigma(\phi)+i \theta(\phi) \tag{6.72}
\end{equation*}
$$

where $\phi$ is the argument of $\rho$. We plot the values of $\sigma(\theta)=-\log |q|$ in Fig. 6.7.(right). It is positive except when $\phi \in \pi \mathbb{Z}$. Recall that $\rho=r e^{i \phi}=e^{\tau+i \phi}$ in radial quantization, so that when we continue to the Lorentzian cylinder, $\tau=i t$, the analytically continued nome


Figure 6.7: Left. Relation between the radial $\rho$ variable and the nome $q$. Right. The real part of $-\log q$ as a function of Lorentzian cross-ratio.
becomes $q=e^{-\sigma(\phi+t)+i \theta(\phi+t)}$. The Cauchy-Schwarz inequality then gives

$$
\begin{equation*}
|g(q)| \leq\langle\psi||q|^{L_{0}-c / 24}|\psi\rangle=g\left(e^{-\sigma(\phi-t)}\right) \tag{6.73}
\end{equation*}
$$

This is the Euclidean pillow correlator again, which is finite except when $q=1$, i.e., $\sigma=0$, or $\phi+t \in \pi \mathbb{Z}$. These are precisely the light-cone singularities. We have thus proved that the only singularities in a 2D BCFT are the expected Euclidean and lightcone singularities, as advertised.

### 6.3.3 Bulk singularities

The location of the BCFT singularities we have just listed are universal and kinematic, in the sense they can be read off the behaviour of individual conformal blocks without consulting the spectrum. But for a BCFT with a simple holographic dual, a new type of singularity can emerge: an insertion now generates a lightcone in the gravitational bulk as well as the boundary. Bulk light-rays can head into the infrared gravitational geometry and return some time later to the boundary, indicating new singularities in the BCFT. When the bulk geometry is "shallow" (for example, when the geometry ends on a brane with a large negative tension), these singularities may even occur before the boundary light ray has returned.

To illustrate this behaviour, we begin by examining our simple toy model where empty

AdS is terminated by an ETW brane. We can re-write our angular metric 6.39) in the form

$$
\begin{equation*}
\mathrm{d} s_{\text {Euc }}^{2}=\frac{1}{\sin ^{2} \theta \sin ^{2} \varphi}\left(\mathrm{~d} \tau^{2}+\cos ^{2} \theta \mathrm{~d} \Omega_{d-2}^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{6.74}
\end{equation*}
$$

by turning the $\operatorname{AdS}_{d}$-radial coordinate on the slices into a second angular coordinate $\left.\theta\right]_{3}^{3}$ The angular radial coordinate $\theta$ on the slices takes values $\theta \in[0, \pi / 2]$ with 0 being the boundary of AdS. Recall that the other coordinate $\phi$ takes values in the range $\varphi \in\left[0, \varphi_{b}\right]$ and is found from the coordinate change $\cos \varphi=\tanh (-r)$, while $d \Omega_{d-2}^{2}$ is the line element on the $\mathbb{S}^{d-2}$ that parametrizes the rest of the $\mathrm{AdS}_{d}$ slice. Ignoring the conformal factor, we can see that the angular coordinates $(\theta, \varphi)$ together form part of an $\mathbb{S}^{2}$. By continuing to Lorentzian time, we arrive at the metric

$$
\begin{equation*}
\mathrm{d} s_{\mathrm{Lor}}^{2}=\frac{1}{\sin ^{2} \theta \sin ^{2} \varphi}\left(-\mathrm{d} t^{2}+\cos ^{2} \theta \mathrm{~d} \Omega_{d-2}^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) . \tag{6.75}
\end{equation*}
$$

We will perform our bulk causal calculations in these coordinates.
To begin, we restrict ourselves to consider null rays travelling on the 2 -sphere at a fixed position on the $\mathbb{S}^{d-2}$ in 6.75). This is a straightforward affair. Consider a null ray $\left.x^{\mu}(\lambda)=(t(\lambda), \theta(\lambda), \varphi(\lambda))\right)$, with affine parameter $\lambda$. The conformal factor drops out, leaving a simple null geodesic equation

$$
\begin{equation*}
-\dot{t}^{2}+\dot{\theta}^{2}+\sin ^{2} \theta \dot{\varphi}^{2}=0 \tag{6.76}
\end{equation*}
$$

We are free to take $\dot{t}=1$, so that affine time elapsed simply measures distance along the sphere, and the calculation of the return locus reduces to a problem of spherical trigonometry. Without loss of generality, we take the initial insertion to lie at $x^{\mu}=\left(0, \theta_{0}, 0\right)$. The null ray will head off into the bulk with some initial direction $\dot{\theta}_{0}=\dot{\theta}(0)$, bounce off the brane at $\varphi=\varphi_{b}$, and return to the boundary $\varphi=0$ at some angle $\theta_{1}$ and time $\Delta t=d$ measured by the distance travelled.

To simplify the kinematics further, we can double the width of the wedge to $2 \varphi_{b}$.

[^71]

Figure 6.8: (a) A 2D spatial-slice of $\mathrm{AdS}_{3}$ cutoff by an ETW brane. (b) The same spatial slice conformally mapped to part of the two-sphere. The path of a null geodesic is marked in red.

There is now no need to consider the reflection off the brane, since the light ray sails smoothly through the mirror and arrives at the reflected boundary. It follows immediately from spherical trigonometry $4^{4}$ that the initial position $\theta_{0}$, direction $\dot{\theta}_{0}$, return angle $\theta_{1}$ and elapsed time $\Delta t=d$ are related by

$$
\begin{equation*}
\cos d=\cos \theta_{0} \cos \theta_{1}+\sin \theta_{0} \sin \theta_{1} \cos \varphi_{b} \tag{6.77}
\end{equation*}
$$

We show the spatial path of one of these null geodesics in Fig. 6.8.
To compute the cross-ratio, $\xi$, for this locus, note that the flat BCFT coordinates are related to our polar coordinates $x_{1}=e^{i t} \cos \theta$ and $x_{\perp}=e^{i t} \sin \theta$. Plugging in 6.77, the analytically continued cross-ratio is

$$
\begin{equation*}
\xi=\frac{\left(e^{i \Delta t} \cos \theta_{1}-\cos \theta_{0}\right)^{2}+\left(e^{i \Delta t} \sin \theta_{1}-\sin \theta_{0}\right)^{2}}{4 e^{i \Delta t} \sin \theta_{1} \sin \theta_{0}}=-\sin ^{2} \varphi_{b} . \tag{6.78}
\end{equation*}
$$

This is pleasingly simple. In terms of our radial cross-ratio (6.14), it is even simpler:

$$
\begin{equation*}
\rho=e^{i 2 \varphi_{b}} \tag{6.79}
\end{equation*}
$$

We show the return locus for varying $\varphi_{b}$ in Fig. 6.9. We conclude that the bulk causal structure of our simple ETW brane model predicts a singularity in the BCFT at the crossratio (6.79). This occurs away from the expected BCFT singularities at $\rho=1,0,-1$.

[^72]

Figure 6.9: An illustration of two example return loci for branes of different tension. When the brane tension is positive, $\varphi_{b}$ is greater than $\pi / 2$ and null geodesics return to the boundary along a curve in the upper causal diamond. When the brane tension is negative, $\varphi_{b}$ is less than $\pi / 2$ and null geodesics return to the boundary along a curve in the lower causal diamond.

## General warp factor

We can repeat the same argument with minor modifications for a more general warped background plus ETW brane as in (6.19). In this case, one only needs to find the appropriate angular coordinate to put the metric in the form

$$
\begin{equation*}
\mathrm{d} s_{\mathrm{Lor}}^{2}=\frac{1}{\sin ^{2} \theta f(\varphi)}\left(-\mathrm{d} t^{2}+\cos ^{2} \theta \mathrm{~d} \Omega_{d-2}^{2}+\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \varphi^{2}\right) \tag{6.80}
\end{equation*}
$$

for some function $f(\varphi)$ determined by the warp factor $A(r)$. Because the causal structure does not depend on this unknown conformal factor, we again find the return locus to be

$$
\begin{equation*}
\rho=e^{i 2 \varphi_{b}} \tag{6.81}
\end{equation*}
$$

where $\varphi_{b}=\int_{-\infty}^{r_{b}} e^{-A(r)} \mathrm{d} r$. We note, in particular, that the causal structure of the bulk and of the return locus to the boundary is independent of the Euclidean distance to the brane. In contrast to this work, the Euclidean distance is what appears in holographic calculation of boundary entropy in 2d CFTs, for example, and many calculations of entanglement entropy.

## General geodesics

While calculating null geodesics which are not at a fixed position on the $\mathbb{S}^{d-2}$ would be slightly more challenging, there is no need to go to the trouble. The BCFT two-point function is a function only of a single cross-ratio, up to a conformally-covariant pre-factor. Thus, having mapped part of the null cone to the locus $\rho=e^{i 2 \varphi_{b}}$, we can conclude that null geodesics with non-zero momentum on the sphere must also return at another point on the sphere with the same cross-ratio. Or, in other words, we can map any two unit vectors on the $\mathrm{AdS}_{d}$ slices into each other by a conformal transformation and so all of the null rays are equivalent.

### 6.4 Illuminating the brane

In $\S 6.2$ we showed how the bulk geometry of a simple ETW brane model is encoded in the spectrum and BOE coefficients of the dual BCFT. And in $\$ 6.3$ we showed that the bulk causal structure also predicts new Lorentzian singularities in the BCFT from null rays that reflect off the bulk ETW brane. We now put these two sides of the coin together and explain how one entails the other ${ }^{5}$

The boundary conformal block, written in terms of our radial cross-ratio (6.16), has a simple large dimension limit

$$
\begin{equation*}
\lim _{\Delta \rightarrow \infty} g_{\widehat{\Delta}}^{b}(\rho)=(4 \rho)^{\widehat{\Delta}} \frac{1}{\left(1-\rho^{2}\right)^{(d-1) / 2}} . \tag{6.82}
\end{equation*}
$$

We consider this large-dimension limit at the return time of the bulk null cone, 6.79), to see that

$$
\begin{equation*}
\lim _{\widehat{\Delta} \rightarrow \infty} g_{\widehat{\Delta}}^{b}\left(e^{i 2 \varphi_{b}}\right)=4^{\widehat{\Delta}} e^{i 2 \widehat{\Delta} \varphi_{b}} \frac{1}{\left(1-e^{i 4 \varphi_{b}}\right)^{(d-1) / 2}} . \tag{6.83}
\end{equation*}
$$

When we plug in the asymptotic spacing of boundary operator dimensions in our simple model, (6.47),

$$
\begin{equation*}
\widehat{\Delta}=\widehat{\Delta}_{0}+n \frac{\pi}{\varphi_{b}} \tag{6.84}
\end{equation*}
$$

we see that the block takes the form

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g_{\widehat{\Delta}_{n}}^{b}(\rho)=e^{i 2 \widehat{\Delta}_{0} \varphi_{b}} 4^{\widehat{\Delta}_{n}} \frac{1}{\left(1-e^{\left.i 4 \varphi_{b}\right)^{(d-1) / 2}}\right.} \tag{6.85}
\end{equation*}
$$

The spacing of the boundary operator dimensions has exactly cancelled the $n$-dependence of the phase precisely at the return time of bulk null cone.

These conformal blocks will then all add coherently at this point so that the sum over conformal blocks is

$$
\begin{equation*}
e^{i 2 \widehat{\Delta}_{0} \varphi_{b}} 4^{\widehat{\Delta}_{0}} \frac{1}{\left(1-e^{i 4 \varphi_{b}}\right)^{(d-1) / 2}} \sum_{n} 2^{2 n \frac{\pi}{\varphi_{b}}} b_{n} \tag{6.86}
\end{equation*}
$$

[^73]Consequently, this sum can potentially diverge. To see that this is in fact the case, we plug in the large- $n$ BOE coefficients from (6.52). Dropping the prefactor, near the return time at $\rho=\exp \left[i 2 \varphi_{b}(1+\epsilon)\right]$ the sum over $n$ gives

$$
\begin{equation*}
\sum_{n} e^{2 \pi i n \epsilon} n^{2 \Delta-\frac{d+1}{2}} \tag{6.87}
\end{equation*}
$$

This is just a Fourier transform of the BOE coefficients. Doing the Fourier transform and extracting the singular contributions, we find Lorentzian singularities in the two-point function proportional to

$$
\begin{equation*}
\mathcal{G}(\rho) \sim \frac{1}{\left(\rho_{b}-\rho\right)^{2 \Delta-\frac{d-1}{2}}} \frac{1}{(-1-\rho)^{\frac{d-1}{2}}} . \tag{6.88}
\end{equation*}
$$

We conclude that the bulk causal structure has been mapped into a particular regular asymptotic spacing of the boundary operators that appear in the BOE.

Our story is a very close analogue, both in spirit and technically, to the story in [83]. There the authors explained how the causal structure of the dual AdS vacuum leads to new singularities in CFT four-point functions. These result from local interactions that happen at a point in the AdS bulk geometry. The bulk point isn't expected to be a true singularity of the four-point function-these are believed to occur only where predicted by Landau diagrams in the boundary theory. Rather it is a resonance in the correlator that is smoothed out at the scale of the cut-off where bulk locality breaks down.

Similarly, we don't expect to find true new singularities in the BCFT two-point function. On the bulk side, we don't expect the brane to be exactly local. It will have some intrinsic width at which it will smear out bulk signals that reflect off the brane. On the boundary side, we only expect singularities where allowed by BCFT Landau diagrams. Thus, above some cutoff scale $\widehat{\Delta}_{\text {gap }}$ that determines the width of the brane we expect the careful alignment of boundary operator dimensions to break down. Above this dimension, operators contribute with incoherent phases, truncating the divergent sum in 6.87)

## No bulk branes (at least generically)

We have argued that we don't expect the bulk brane singularity to be a true singularity of the BCFT. Nevertheless, the validity of our semiclassical description, a bulk geometry terminated by an ETW brane, over a large range of scales requires the careful alignment of boundary operator dimensions up to some large $\widehat{\Delta}_{\text {gap }}$.

We conjecture that this careful alignment is not a generic feature of BCFTs, even when the underlying CFT has a good gravitational description. Thus, an operator spectrum and BOE coefficients consistent with a bulk ETW brane geometry must be another input or assumption about the particular boundary condition of the CFT, much in the way we have to assume features of the spectrum of a large $c$ CFT such that it has a good semiclassical gravitational description.

We do know that the correlation functions of a BCFT become those of the underlying CFT when all insertions are far from the boundary. Thus, we do not claim that the geometry will break down everywhere in the bulk. Rather, our claim is that generically there cannot be the type of simple causal structure consistent with an ETW brane geometry. The lack of fine-tuned dimensions prohibits null-rays from leaving the boundary and returning in reasonably short times ${ }^{6}$

In the spirit of [17], we can formalize our conjecture as the following:
Conjecture 1. A holographic CFT with boundary condition B will have a good bulk dual provided

1. correlation functions factorize about a (non-universal) free bulk solution; and
2. the boundary operator spectrum is gapped such that below some large $\widehat{\Delta}_{\text {gap }}$ the only operators are simple boundary operators and their multi-trace composites.

It is the first of these conditions-the existence of a consistent leading-order free bulk two-point function-that we have argued shouldn't generically look like an ETW brane. We leave the examination of the second of these conditions to future work, but we note

[^74]that aspects of this are challenging without a characterization of the space of solutions to the first assumption.

Note that the causal structure of the four-point function in a holographic CFT also requires a similar alignment of operator dimensions. Specifically, in a holographic CFT one obtains "double-twist operators" due to the crossing equations and the presence of the identity operator; the stress tensor then fixes their anomalous dimensions, which asymptotically go to zero at both large spin and large central charge. These two facts explain the emergence of the "bulk point" [83], where scattering between CFT operators occurs in the bulk but not the boundary.

In a defect CFT, a similar story generically emerges [186]: for a defect of codimension $q$, there are boundary operators associated to derivatives of bulk primaries in the $q$ directions transverse to the defect. Their anomalous dimension goes to zero at large "transverse spin" (i.e. the charge of the residual $\mathrm{SO}(q-1,1)$ symmetry). This control of the anomalous dimensions clearly vanishes in an interface or boundary CFT. We no longer have any transverse spin to work with when $q=1$, even though we still have operators given by derivatives of bulk primaries in the remaining transverse direction. To have a good bulk dual, these operators must possess non-trivial anomalous dimensions that aren't fixed by symmetry and universal properties alone. A BCFT is then a simple setting where we have insufficient symmetry to fix the form of the vacuum two-point function and it must be an input.

A useful analogy in holographic CFTs for when the free correlators are not fixed by symmetry is an excited state. Excited states in a holographic CFT will not generically have a good bulk geometry and hence will not have a good causal structure. Thus, we do not expect to see the approximate singularities of a local bulk geometry except in carefully chosen states. We suggest good ETW brane geometries are far from generic in the space of BCFTs in much the same way good bulk geometries are far from generic in the Hilbert space.

### 6.5 Discussion

We have argued that a powerful probe of the putative bulk geometry of a BCFT is the Lorentzian two-point function. The two-point function is sensitive to the (approximate) causal structure of the bulk and is a probe of how null rays can reflect off the IR geometry and return to the boundary.

In the case that the bulk geometry is terminated by an ETW brane, we argued in $\$ 6.2$ that this is indicated in the two-point function of simple CFT operators by a fixed, careful alignment of the boundary operator dimensions appearing in the BOE. We suggest that there is no reason to expect such spacing generically in the possible boundary conditions for a given holographic CFT. Thus, we have argued that an ETW brane is not generically the correct bulk description of a conformal boundary condition for a holographic CFT.

## Boundary vs. bulk causality

In the ETW brane scenario, when the brane is close to the boundary, bulk null rays can reflect off the bulk brane and return to their point of origin more quickly than a null ray confined to the boundary. This is the region (in Fig. 6.5) where $-1<\xi<0$. In a 2D CFT with the simplest AdS+ETW brane bulk, for example, this happens when the boundary entropy is negative.

There is some apparent (if perhaps naive) tension here with causality: a bulk observer can learn information about the boundary condition more quickly than they can causally probe the boundary of the CFT itself. On the other hand, these signals return in the causal future of the boundary point, so there is no sharp conflict with boundary causality. Moreover, it's important to note that information about the boundary condition isn't localized at the boundary itself. As just one obvious example, information about the boundary condition is encoded in one-point functions measurable arbitrarily far from the boundary.

There are other cases where a bulk singularity in the region $-1<\xi<0$ would actually be in conflict with boundary causality. In an ICFT (folded to be seen as a BCFT) a bulk singularity in this region between a RHS and LHS operator would correspond to a signal travelling acausally across the defect to the other side. It would be interesting to have top-
down constructions where information about the boundary can be causally accessed more quickly via the bulk than via the CFT.

## Bootstrap constraints

We have argued that the constraints on the boundary spectrum necessary for agreement with a simple bulk geometry appear fragile and are not expected to be generic. Moreover, the existence of more complicated top-down constructions also seems to imply that a fixed regular spacing cannot be the only allowed possibility. Nevertheless, we have not ruled out the possibility that the alignment of boundary operator dimensions follows from some simpler assumptions, perhaps by using an appropriate bootstrap argument. It would be interesting to explore this further.

## 2D CFTs

In Chapter 3, it was shown that the entanglement entropy of an interval in a 2 D BCFT is consistent with the AdS+ETW brane proposal, provided the assumption of vacuum block dominance in the BCFT. It is somewhat surprising that the bulk would reproduce the correct entanglement entropy, even if it fails to satisfy the constraints laid out in this chapter. One possible resolution is that the entanglement entropy is a rather weak probe of the bulk geometry in this setting. When in this disconnected phase, the entropy depends only on the boundary entropy and measures only the integrated distance to the brane. It would be interesting if the assumption of vacuum block dominance also placed constraints in the Lorentzian bulk brane regime we considered here.

### 6.6 Conclusion

In this chapter, we have explored the connection between the existence of a geometric dual with an ETW brane, and the structure of singularities in correlators in the dual BCFT. We discovered that, if the brane exists, then for each primary operator in the BCFT we have an apparently independent tuning of the operator spectrum. This suggests that ETW branes
are highly non-generic, even when the underlying CFT is holographic. Small changes to the spectrum will result in a misalignment of operator dimensions, and a corresponding loss of the apparent bulk brane, as probed by the two-point function.

This is unsurprising, since CFTs are non-generic, and states with good geometric duals in a holographic CFT are non-generic. It does mean, however, that we should not expect constructions with geometric ETW branes to work generically. For instance, in the context of boundary state black holes, they are likely to be atypical, and understanding the origin of the Page curve will require more general constructions. Nevertheless, they are consistent with bulk causality and can therefore provide insight into the nature of the mechanism in a specialized setting.

## Chapter 7

## Conclusion

Motivated by the smooth interior of the maximally extended Ads-Schwarzschild geometry dual to the thermofield double, we constructed one-sided microstates of a black hole in Chapter 2. The basic strategy was to cut the Euclidean path integral preparing the thermofield double in half, introducing a symmetric, high-energy boundary state at the cut. From the AdS/BCFT correspondence, we argued that this incision was dual to a co-dimension one surface in the bulk called an end-of-the-world brane, smoothly terminating the spacetime. Using this geometry and a modified version of the Ryu-Takayanagi formula, we found that for large regions of the BCFT and suitable boundary states, the minimal surface falls through the horizon and attaches to the brane. By virtue of entanglement wedge reconstruction, this gives us access to behind-the-horizon physics in the BCFT.

In Chapter 3, we considered boundary microstates in $d=2$, and computed entanglement entropy in the 2 d BCFT as a correlator of twist operators. By introducing constraints on the operator spectrum and OPE coefficients, we ensured dominance of the vacuum block, verifying the gravitational predictions of the Ryu-Takayanagi formula in a class of holographic BCFTs. This provided an important self-consistency check of the proposed dual and the modified RT formula.

Having computed a twist correlator in one background, we can immediately compute the correlator in any conformally related background. We used this freedom in Chapter 4 to
map the calculation of entanglement entropy for a Euclidean BCFT on the upper half-plane to a thermal state on a half-line. The Lorentzian continuation is a dynamically evolving spacetime with a black hole on the brane itself. The entanglement entropy exhibits a transition at late times, dual in the bulk to a transition in minimal surfaces, after which the entanglement wedge includes part of the black hole interior. This region is called an island, and provides an in-principle mechanism for information to escape the black hole, relating our construction to progress on the information paradox. We analyzed a related example in which there is genuine energy loss and not merely an "information radiation" transition in minimal surface.

To sharpen the relation between information propagation and islands, in Chapter 5 we proved a theorem relating the performability of certain distributed quantum computations in the BCFT to a transition in minimal surface in the bulk. By reinterpreting this theorem, we showed that information is able to causally escape a black hole and into a reservoir, through an emergent higher dimension, only if an island has formed.

Finally, in Chapter 6 we recast these quantum tasks as correlators in the BCFT. By seeking appropriate CFT singularities, dual to the existence of a bulk scattering vertex on the brane, we were led to a set of finely-tuned constraints on the boundary operator spectrum. This suggests that in the presence of a brane, bulk causal structure is fragile and the microscopic conditions which preserve it are non-generic. For a 2d BCFT, we also showed that there are no true singularities corresponding to bulk scattering vertices, so they must be smeared into resonances even when the spectrum is finely tuned to ensure approximate bulk causal structure.

This does not imply that we should abandon holographic models which feature ETW branes. Rather, it teaches us that, similar to the AdS/CFT correspondence itself, symmetry is not enough to guarantee the emergence of geometry. We also need some microscopic conditions on correlators to guarantee that geometry is not "fuzzed out" by quantum effects. With these conditions in place, we get toy models where features simplify and puzzles resolve. And like AdS/CFT, we expect these toy models will yield qualitative and quantitative hints about how to approach the problems of black hole physics in a more general setting.
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[^0]:    ${ }^{1}$ For $d=1$, the sphere $\mathbb{S}^{0}=\{ \pm 1\}$, and we can take $\rho \in \mathbb{R}$. This thesis only considers $d \geq 2$.

[^1]:    ${ }^{2}$ Rather than the Poincaré group $\operatorname{ISO}(2, d)$, since translations change the defining equation. We also focus on orientation-preserving transformations continuously connected to the identity, taking $\mathrm{SO}(2, d)$ rather than $\mathrm{O}(2, d)$.
    ${ }^{3}$ This also implies our desired result for geodesic deviation, $\ddot{\xi}=\xi / L_{\text {AdS }}^{2}$.

[^2]:    ${ }^{4}$ This is a surface such that every inextendible timelike curve in spacetime passes through it. Think of it as a horizontal slice of the cylinder, possibly with spacelike wobbles.

[^3]:    ${ }^{5}$ Exponentiating to obtain this is hard, but checking the infinitesimal expansion is consistent with 1.25 is straightforward.

[^4]:    ${ }^{6}$ Note that $(\beta \gamma)$ labels a generator, and not an entry in a matrix. These entries will be indicated without parentheses, e.g. $J_{(\beta \gamma) \mu}{ }_{\mu}^{\alpha}$. We will continue to use the Einstein summation convention with generator labels.

[^5]:    ${ }^{7}$ In general, the conformal group for a manifold $\mathbb{R}^{p, q}$ is $\mathrm{SO}(p+1, p+q)$.

[^6]:    ${ }^{8}$ This is easiest to see by applying the state-operator correspondence to the expectation value $\left\langle\mathcal{O}_{1} D \mathcal{O}_{2}\right\rangle$.

[^7]:    ${ }^{9}$ You might argue that holomorphic implies analytic, so we should have a power series. We will in fact work on the Riemann sphere $\mathbb{C} \cup\{\infty\}$, and relax the condition of holomorphy to meromorphy.

[^8]:    ${ }^{10}$ Put differently, they generate Möbius transformations $\epsilon(z)=(a z+b) /(c z+d)$, the rigid rotations of the Riemann sphere. Note also that the infinitesimal Möbius transformations $\mathfrak{s l}(2, \mathbb{C})$ technically give a double cover of the infinitesimal global symmetry group, $\mathfrak{s o}(1,3)$.

[^9]:    ${ }^{11}$ The coupling constant for the graviton self-interaction is $\sqrt{G}$. The semiclassical limit means we are treating the gravitational background as classical. This does not mean semiclassical string theory.

[^10]:    ${ }^{12}$ One way to motivate this relation is to observe that, from the Bekenstein-Hawking formula 1.90 for black hole entropy to be proved below, we have $S \propto 1 / G$. At the same time, we expect $S \propto N$, since each Planck area on the horizon presumably has $N$ associated degrees of freedom.
    ${ }^{13}$ As an example, the $T T$ OPE 1.66) in $d=2$ leads to $\langle T T\rangle \propto c$, so $N \propto c$ here. The Brown-Henneaux

[^11]:    relation [18] explicitly gives $c=3 L_{\mathrm{AdS}} / 2 G$. We therefore have $N \sim 1 / G$ as expected.

[^12]:    ${ }^{15}$ Also called a time-reflection symmetry, where derivatives with respect to the Killing time vanish. We can then analytically continue time derivatives without introducing unphysical factors of $i$.

[^13]:    ${ }^{16}$ Think of slicing an angular wedge out of a piece of paper and gluing edges to obtain a cone. Similarly, a conical excess is a sort of inverse cone, bulging away from a dimple.

[^14]:    ${ }^{17}$ It is convenient to choose a Hamiltonian $\hat{H}_{12}=\hat{H}_{1}-\hat{H}_{2}$ so that the TFD is an energy eigenstate. But with this choice, time runs "backwards" in $\mathrm{CFT}_{2}$, and the energy eigenstates are therefore T conjugated. This is not always a symmetry of the theory, but CPT is, hence the upgrade.

[^15]:    ${ }^{18}$ Maldacena and Susskind [35] later made the even more radical proposal that any entanglement is dual to a non-traversable wormhole. This goes by the witty slogan ER = EPR, after Einstein et al.'s 1935 papers on entangelement and wormholes [32, 36].

[^16]:    ${ }^{19}$ This consists of all points such that an inextendible timelike curve through the point must also pass through $\Xi_{A}$. Alternatively, $\Xi_{A}$ is a Cauchy slice of $D\left[\Xi_{A}\right]$.

[^17]:    ${ }^{20}$ This argument has two issues. First, there may be holes in $\Xi_{A}$ not probed by any minimal surface. Second, for some $a \subset A$, the minimal surface $\mathcal{X}_{a}$ may "poke out" of $\Xi_{A}$. The argument of [49] circumvents the first issue, and [43] shows no "poking out" occurs when the NEC is satisfied, at least for HRT.

[^18]:    ${ }^{21}$ We might expect that Euclidean evolution of a boundary state by $\tau=\beta / 4$ would be dual to a brane in a Schwarzschild background of inverse temperature $\beta$. Although this is always true for 3d black holes, and the $\mathbb{Z}_{2}$ quotient in arbitrary dimensions, we will see in Chapter 2 that changing the boundary entropy changes the effective temperature. Physically, more Euclidean time is needed to thermalize these boundary states.
    ${ }^{22}$ This can be motivated by considering top-down models with internal compact dimension that "pinch off", i.e. go to zero size, at the brane.

[^19]:    ${ }^{23}$ Technically, the CFT is on a spatial circle, but we decompactify it and invoke large- $N$ volume independence [66]. In Fig. 1.9 (right), we have compactified again.

[^20]:    ${ }^{24}$ All near-horizon field modes, not just photons, are in a thermal state. However, by considering the effect of the centrifugal barrier on transmission, called greybody factors, it can be shown that light dominates the emitted spectrum far from the black hole [70].

[^21]:    ${ }^{25}$ Appropriately, information is saved due to bulk discounts.

[^22]:    ${ }^{26} \mathrm{We}$ can cast this in terms a monogamy task [79] by concealing a qubit $|b\rangle, b \in\{0,1\}$, and handing the observer $H^{q}|b\rangle$ at $C$. They are required to produce $b$ at the return points with probability $p>\cos ^{2}(\pi / 8)$.

[^23]:    ${ }^{27}$ Technically, we entangle the quantum system $Q$ containing $q$ and a reference system $\bar{Q}$. If the mutual information $I(\hat{\mathcal{V}}, \bar{Q})=0$, the observer cannot succeed with the required probability.

[^24]:    ${ }^{28}$ We do not expect the "if" implication because light rays in the bulk are generically delayed by matter [81]. But for pure $\mathrm{AdS}_{3}$ cut off by an ETW brane, there is no delay and we have an equivalence.

[^25]:    ${ }^{29}$ This is more intuitive for a related "pizza delivery" quantum task in which the concealed bit $b \in\{0,1\}$ must be sent to the output region $R_{b}$ only. This problem becomes trivial with a single region, since we can always deliver the pizza!

[^26]:    ${ }^{1}$ Indeed, the Neumann condition reduces to the thin shell junction condition where the extrinsic curvature on the "excised" side of the brane vanishes.

[^27]:    ${ }^{2}$ We recall that the topological constraint on the extremal surfaces is that they are homologous to the boundary region under consideration. This means that the surface together with the boundary region form the boundary of some portion of a spatial slice of the bulk spacetime. The relevant regions in the two cases are shown as the shaded regions in Fig. 2.11. In the case where the extremal surfaces go behind the horizon and terminate on the ETW brane, this region includes part of the ETW brane. We emphasize that

[^28]:    ${ }^{3}$ Some particular top-down examples of complete geometries dual to supersymmetric BCFT states have already been understood: see [103, 104, 105].

[^29]:    ${ }^{1}$ For more detailed reviews of BCFTs, see e.g. [88, 12, 89, 62, 84, 63].
    ${ }^{2}$ More generally, there can be boundary RG flows between such theories.
    ${ }^{3}$ We can also consider the same theory with different boundary geometries; in this chapter, we will only consider geometries that can be mapped to a half-space via a conformal transformation.

[^30]:    ${ }^{4}$ With this definition, the norm of the states is not equal to 1 .
    ${ }^{5}$ This is a version of the global quench considered in the condensed matter literature [63], but we have compactified the space on which the CFT is defined.

[^31]:    ${ }^{6}$ Here, we recall that it is standard to treat $z$ and $\bar{z}$ as independent coordinates and consider a complexified version of the symmetry algebra for which the infinitesimal transformations are $\delta z=\epsilon(z)$ and $\delta \bar{z}=\bar{\epsilon}(\bar{z})$. The non-complexified transformations correspond to taking $\bar{\epsilon}(\bar{z})=\epsilon\left(\bar{z}^{*}\right)$ with $\epsilon(x)$ real for real $x$, or $\bar{\epsilon}(\bar{z})=$ $-\epsilon\left(\bar{z}^{*}\right)$ with $\epsilon(x)$ pure imaginary for real $x$. Of these, the first set preserves the upper half plane, acting explicitly as $\delta x=(\epsilon(x+i y)+\epsilon(x-i y)) / 2, \delta y=-i(\epsilon(x+i y)-\epsilon(x-i y)) / 2$ on the physical coordinates.

[^32]:    ${ }^{7}$ Here, the original theory is defined on the slice where $\bar{z}=z^{*}$, so the operators $\mathcal{O}_{\bar{h}_{i}}\left(\bar{z}_{i}\right)$ live on the lower half-plane.

[^33]:    ${ }^{8}$ This follows by the same logic of the state-operator mapping and OPE in a CFT. The state produced by a bulk operator can be mapped by an infinite dilation to a local operator at the origin on the boundary. And, as in the OPE, we choose to expand this local operator in terms of a basis of dilation eigenstates.

[^34]:    ${ }^{9}$ To see that this should still be valid in the presence of a boundary, note that in a conformal frame where the upper-half-plane is mapped to the exterior of a circle surrounding the origin, the presence of the boundary is equivalent to the insertion of an operator at the origin (specifically, the operator associated with the state $\left|b, \tau_{0}\right\rangle$ described above).

[^35]:    ${ }^{10}$ In general, the conformal block depends on four external weights; here and below, we will use the shorthand $\mathcal{F}\left(c, h_{\mathrm{int}}, h \mid \eta\right) \equiv \mathcal{F}\left(c, h_{\mathrm{int}},[h, h, h, h] \mid \eta\right)$ where the latter is the general expression for the chiral conformal block used in $\$ 3.1 .2$.

[^36]:    ${ }^{11}$ Recall that the conjugation operation used to define the dual operator at infinity is an inversion in radial quantization, and so the operator is rescaled by the conformal transformation. We keep the rescaling implicit.

[^37]:    ${ }^{12}$ Note that it's not necessary for such a CFT to exist, since we are only making statements about kinematics.

[^38]:    ${ }^{13}$ This is similar to the behaviour of correlators in microscopic models of black hole collapse based on

[^39]:    ${ }^{15}$ It will be convenient for our discussion below to allow different boundary conditions to regulate the different twist operators, but generally we can choose the same one for each.
    ${ }^{16} \mathrm{We}$ recall that the boundary state was defined using a circle of length 1 . Scaling the cylinder to have this circumference, the length becomes $\tau / 2 \pi n$.

[^40]:    ${ }^{17}$ Note that this is the same redefinition as the previous subsection.
    ${ }^{18}$ To avoid cluttering our notation further, we will generally leave $n$ implicit in our BOE coefficients $\mathcal{B}$.

[^41]:    ${ }^{19}$ There is a beautiful but non-rigorous argument for exponentiation from Liouville theory, using the explicit structure constants 117,118 and the path integral. We refer the interested reader to the clear account in [70].
    ${ }^{20}$ In general, this depends on the set of external weights, but our notation takes into account that all of the external weights are identical.

[^42]:    ${ }^{21}$ It is also interesting to consider the constraints on the CFT assuming that we have a conventional gravitational theory with a usual semiclassical expansion. In this case, the corrections to the entropy are expected to be of order $c^{0}$ (as opposed to some larger power of $c$ or $\log c$ ). In this case, we would obtain stronger constraints on the BCFT. However, for this chapter, we focus on the constraints arising from demanding that

[^43]:    ${ }^{22}$ The same limitation holds for previous bulk CFT calculations. When light bulk operators have large expectation values that backreact on the geometry, the entanglement entropy of a region is no longer universal and is not determined by vacuum block dominance.

[^44]:    ${ }^{23}$ Arbitrary non-intersecting geodesic pairings of $n$ intervals are counted by Catalan numbers $\binom{2 k}{2} /(k+$ 1). Each yields $k+1$ symmetric pairings on $2 k$ intervals, giving our result. We thank Chris Waddell for discussion of this point.

[^45]:    ${ }^{24}$ When $A=\left[0, x_{0}\right] \sqcup A_{1} \sqcup \cdots \sqcup A_{k-1}, \mathcal{X}_{A}$ has $\binom{2 k+1}{k}$ possible topologies. This can established by similar combinatorics to the non-boundary case.

[^46]:    ${ }^{25}$ Strictly speaking, this operator is only guaranteed to exist in Liouville theory. However, as the block is a kinematic object, we expect the form not to depend on whether this operator exists in our theory or not.

[^47]:    ${ }^{26}$ To see this, we suppose the leading term in $\Theta(z) \sim\left(z-z_{c}\right)^{\kappa}$. Plugging this into 3.117), we find that $\kappa(\kappa-1)=-6 h_{n} / c$, with two solutions $\kappa_{ \pm}$. These pick up factors $e^{2 \pi i \kappa_{ \pm}}$after traversing a loop $z=z_{c}+\epsilon e^{i \theta}$, leading to 3.127 ]. See [65] for details.
    ${ }^{27}$ An exchange channel $\mathcal{E}$ is a cubic tree with $2 k$ leaves and $2 k-2$ internal nodes in the doubled picture. The total number of edges is one less than the number of nodes, $E=4 k-3$, and hence the number of internal edges is $E-2 k=2 k-3$.

[^48]:    ${ }^{28}$ From the lower-dimensional perspective, this is a modification of the usual homology condition, though

[^49]:    ${ }^{1}$ Along similar lines, it was suggested in [132] that this analogy could be made precise by coupling a holographic CFT to an auxiliary "radiation" system consisting of another copy of the holographic CFT. In this case, an initial pure-state black hole described by the first CFT would evolve to an entangled state of the two CFTs which could be dual to a two-sided black hole. In this case, the radiation system manifestly describes the region behind the horizon of the original black hole.
    ${ }^{2}$ See [134] for an early application of this idea.

[^50]:    ${ }^{3}$ Note that other bottom-up constructions for the bulk dual of a BCFT have been proposed, e.g. [108].
    ${ }^{4}$ We note that in the top-down models, there is generally not an explicit ETW brane; instead, the spacetime can "end" by a smooth degeneration of the internal space. The ETW brane in the bottom-up model captures some of this higher-dimensional behavior.

[^51]:    ${ }^{5}$ It is interesting that BCFTs can provide a microscopic realization of Randall-Sundrum models; this idea manifested itself in a different way in the recent work [1, 139].

[^52]:    ${ }^{6}$ In the Lorentzian picture, the disconnected RT surfaces lie at constant $x / t$ and are related by a boost to the circle arc from the point $\left(x=\sqrt{x_{0}^{2}-t_{0}^{2}}, t=0\right)$ to the ETW brane.

[^53]:    ${ }^{7}$ Here, we use that the cutoff surface $\rho=1 / \epsilon$ maps to the cutoff surface $z=\epsilon r$ in the Poincaré coordinates. This cutoff surface is also employed in the equations 4.30) and 4.33) to calculate the entanglement entropies in the original $y$-coordinates.

[^54]:    ${ }^{8}$ Here, we are describing the situation relative to the vacuum case. Of course, there is always an infinite entanglement entropy between the boundary system of one CFT and the bulk of that CFT.

[^55]:    ${ }^{9}$ Of course, there are many examples that we can obtain from the previous case via local conformal transformations which would have non-trivial evolution of the energy density and may look more like an evaporating black hole. However, in this section, we focus on examples that are not conformally related to the one in the previous section.

[^56]:    ${ }^{1}$ This is an apparently impossible statement, since light rays should not escape black hole interiors. The light ray under discussion however is defined in a global geometry, which includes the black hole geometry as a coordinate patch. This is explained in detail in $\$ 5.5$.

[^57]:    ${ }^{2}$ Note that $\hat{J}^{ \pm}(\hat{X})$ is defined as the set of all points which are in the future of any point in $X$. In particular this means $\hat{X} \subseteq \hat{J}^{+}(\hat{X})$.

[^58]:    ${ }^{3}$ The Hadamard operator is a unitary defined by $H|0\rangle=|+\rangle, H|1\rangle=|-\rangle$.

[^59]:    ${ }^{4}$ An equivalent, possibly more familiar, way to define this is in terms of operators rather than states: $A$ is localized to region $X$ if the algebra of operators acting on $A$ has support on subregion $X$.

[^60]:    ${ }^{5}$ One source of noise may be our assumption that Alice is working in a classical geometry. In the AdS/CFT context, at finite $G_{N}$, it seems plausible that small errors are inevitable.

[^61]:    ${ }^{6}$ This explains our naming convention $\mathbf{M}$ for the task.

[^62]:    ${ }^{7}$ In particular the systems $\hat{\mathcal{V}}_{1}$ and $\bar{Q}$ play the role of systems $\hat{\mathcal{V}}_{1}$ and $\hat{\mathcal{V}}_{2}$ discussed in [154]. Our Lemma 4 is their Lemma 7 with this replacement made.

[^63]:    ${ }^{8}$ For spacelike boundaries we should choose the outward pointing normal, while for timelike boundaries we choose the inward pointing one.

[^64]:    ${ }^{9}$ More generally we need only that $n_{\lambda} \geq 0$. Thus the theorem may still hold in certain cases where $\hat{\mathcal{R}}_{i}$ is not attached to the edge, though its unclear when this occurs.

[^65]:    ${ }^{10}$ We are interested here in the case where $\hat{\mathcal{W}}_{i} \subseteq \hat{\mathcal{R}}_{i}$, analogous to our condition $\hat{\mathcal{C}}_{i} \subseteq \hat{\mathcal{V}}_{i}$ on the input and decision regions.

[^66]:    ${ }^{11} \mathrm{~A}$ more rigorous argument for this would follow the strategy of $\$ 5.2$.

[^67]:    ${ }^{12}$ If they are on the same edge, $\hat{V}_{1}$ intersect the edge and the theorem is trivially true.
    ${ }^{13}$ From 5.63, we note that each $\mathrm{AdS}_{1+1}$ slice is conformally equivalent to the flat boundary. Since this conformal factor is invisible to light rays, the point of intersection on the brane has the same boundary coordinates as the intersection on the boundary.

[^68]:    ${ }^{14}$ We thank Henry Lin for pointing out this analogy to us.

[^69]:    ${ }^{15}$ This is the case for the two point function $\left\langle\mathcal{O}\left(c_{1}\right) \mathcal{O}\left(r_{1}\right)\right\rangle$ in a BCFT. For further discussion, and a complementary perspective on causality and spectral properties arising from two-point functions in a BCFT, see the upcoming work [?].

[^70]:    ${ }^{1}$ We don't expect these to be true singularities of the BCFT. Rather, much like the semiclassical singularities predicted by scattering at a bulk point, these will be flattened out at the scale of the gap when the gravitational theory becomes non-local [83].
    ${ }^{2}$ Lorentzian CFT correlation functions and the singularities from bulk points have been used as a powerful diagnostic of bulk geometry [178, 179, 180].

[^71]:    ${ }^{3}$ By radial coordinate, we mean the global $\mathrm{AdS}_{d}$-radial coordinate on the slices. These global AdS coordinates can be obtained simply by switching to polar coordinates on the slice, with an origin on the boundary.

[^72]:    ${ }^{4}$ Specifically, the spherical law of cosines.

[^73]:    ${ }^{5}$ Or heads from one to the other. Pun obviously intended.

[^74]:    ${ }^{6}$ Of course, if we are willing to wait sufficiently long times, we can produce a resonance in an arbitrary theory by waiting for the phases of any finite number of blocks to align in the future. It's not clear that these types of resonances should have a simple gravitational interpretation.

